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Abstract

The existence of two scripts for Punjabi
language has created a script barrier be-
tween the Punjabi literature written in In-
dia and Pakistan. This research has de-
veloped a new system for the first time of
its kind for Shahmukhi text without dia-
critical marks. The purposed system for
Shahmukhi to Gurmukhi transliteration
has been implemented with various re-
search techniques based on language cor-
pus. The corpus analysis of both scripts is
performed for generating statistical data
of different types like character and word
frequencies and bi-gram frequencies.
This statistical analysis is used in differ-
ent phases of transliteration. Potentially,
all members of the substantial Punjabi
community will benefit vastly from this
transliteration system.

1 Introduction

One of the great challenges before Information
Technology is to overcome language barriers
across the whole humanity so that everyone can
communicate with everyone else on the planet in
real time. South Asia is one of those unique parts
of the world where a single language is written in
different scripts. This is the case, for example,
with Punjabi language, spoken by tens of mil-
lions of people, but written in Indian East Punjab
(20 million) in Gurmukhi script (a Left to Right
script based on Devanagari) and in Pakistani
West Punjab (80 million), written in Shahmukhi
script (a Right to Left script based on Arabic),
and by growing number of Punjabis (2 million)
in the EU and the US in the Roman script. Whilst
in speech Punjabi spoken in the Eastern and the
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Western parts is mutually comprehensible, in the
written form it is not so. The existence of two
scripts for Punjabi has created a script barrier
between the Punjabi literature written in India
and Pakistan. More than 60 per cent of Punjabi
literature of medieval period (500-1450 AD) is
available in Shahmukhi script only, while most
of the modern Punjabi writings are in Gurmukhi.
Potentially, all members of the substantial Pun-
jabi community will benefit vastly from this
transliteration system.

1.1  Gurmukhi Script

The Gurmukhi script, derived from the Sharada
script and standardised by Guru Angad Dev in
the 16th century, was designed to write the Pun-
jabi language. The meaning of "Gurmukhi" is
literally “from the mouth of the Guru". The
Gurmukhi script has forty one letters, including
thirty eight consonants and three basic vowel
sign bearers. There are five nasal consonants (=,

g, T, 6, H) and two additional nasalization signs,
bindi < [n] and tippi < [n]. In addition to this,
there are nine dependent vowel signs (&[o], @

[u], 3[o], @'[o], fx[1], L], 3[e], S[ee], S[D])
used to create ten independent vowels with three
bearer characters: Ura 8[0], Aira ™ [o] and Iri

gl1].

1.2 Shahmukhi Script

The meaning of "Shahmukhi" is literally
“from the King's mouth". Shahmukhi is a local
variant of the Urdu script used to record the Pun-
jabi language. It is based on right to Ileft
Nastalique style of the Persian and Arabic script.
It has thirty seven simple consonants, eleven fre-
quently used aspirated consonants, four long
vowels and three short vowel symbols (Malik
2000).
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2 Comparison with the Existing System

In actual practice, Shahmukhi script is written
without short vowels and other diacritical marks.
The PMT system discussed by Malik A. (2006)
claims 98% accuracy only when the input text

Input text (right to left)

OB Oh 2eSas U dlaly e ol U g5 Ko
Olilan (L35S U8 (il s 45 20 4% el s
Dk 0 0w ol O Ul Gesese JU 0l g5 s
R G 08 msa S b e S sea oS
S e S o gl sl IS5 s A 1o Gl oL
ol 2 5 G Wi Y ) e e S
C'\...g\ cj%h”.é_.\u C.‘?:“ Ol u-"'\ -On o gl JU C\A;
B G o a8 e S s S S S
o Y el W Bl o 20 S Ole S Olean
Gh e e G SSYSslale S 1058 (S

O e ) o sl sk s e b o0

Output-A of PMT system (left to right)

YH JG TTTC M I3 USHEYT 3 3d< Tt 3t YTSAUS
3T HBW © BY ST G371 It a1 AgTeE T 39 &t
O3 &% HIAT T3 I3 WH eF & O 996 &
TS gde It UJ HYB HE S SHST 3T HFE A 3
5T 9T fEaT G FT 393 < Sl IA §IF HE HUS MUS
FEUST @793 #IHT 3 709 &% HEEIeae I3l MyBT
TS, WYS HIHGS, HUS YsadF 3 MU TIH 3 H'S
FIe I3 #ya7 aHl UsTE 3 Hiz Ide I3 Ud AT greT
ey It 3787 J/ AdadT 3 Bd MTH St IF YSATEHT HT
T 535 @593 Udt 397 @ona -t gase 35/

Output-B of proposed system (left to right)

fon 315 feg 7€ »ifft 993 Undhnrt © ue of 3 Afus
3w © &y feg formatut areht S mavedvt Ja
& ez 57 Higaw gEht Ia1 wirt €1 & flmig 395 &
T e I U MUS HE § @RS 8 Il fem T Rg 3
<37 Ag3 feu J fg 3793 € Sa1 3991 593 7Y MUE nuE
AT &5 93 B30T 3 798 &% Ha'ge Ia| muSt
HI1S, WU Aferrag, Wud fUgas 3 wiue fean 3
H'E gae I&| Myt vt ugte 3 Wi gae I&| Ug 73T
ggT wireH At fsgmsT 1 Agarat 3 & F mH Bt 3
At 1 € ges fes 99 ydt 397 iend ot afde Iwl

PMT system against the following Shahmukhi
input published on a web site and the output text
is shown as output-A in Table 1.The output of
proposed system on the same input is shown as
output-B. The wrong transliteration of Gurmukhi
tokens is shown in bold and italic and the com-
parison of both outputs is shown in Table
2.Clearly, our system is more practical in nature
than PMT and we got good transliteration with
different inputs having missing diacritical marks.

3  The Complexity

The Shahmukhi script has many complexities by
its nature and the major two of them are:

3.1 Recognition of Shahmukhi Text without

Diacritical Marks

Shahmukhi script is usually written without short
vowels and other diacritical marks, often leading
to potential ambiguity. Arabic orthography does
not provide full vocalization of the text, and the
reader is expected to infer short vowels from the
context of the sentence. In the written Shah-
mukhi script it is not mandatory to put short
vowels below or above the Shahmukhi character
to clear its sound. These special signs are called
"Aerab" in Urdu. It is a big challenge in the
process of machine transliteration to recognize
the right word from the written text.

3.2  Multiple Mappings

It is observed that there is multiple possible
mapping in Gurmukhi script corresponding to a
single character in the Shahmukhi script as
shown in Table 3.

Table 1. I/O of PMT and Proposed Systems

Output | Transliteration Tokens | Accuracy
Type | Total | Wrong | Right %

A 116 | 64 52 44.8275

B 116 |02 114 98.2758

Table 2. Comparison of Output-A & B

has all necessary diacritical marks for removing
ambiguities. But this process of putting missing
diacritical marks is not practically possible due to
many reasons like large input size, manual inter-
vention, person having knowledge of both the
scripts and so on. We have manually evaluated

Shahmukhi . .
Name Cl::all‘l;clterl Gurmukhi Mapping
2 [v], 3 [o], F[O], @ [u], & [u],
Vav s[v] &0
Yeh . @ [j], f [1, & [e], S[ee], <Ai,
[i]

Table 3. Multiple Mapping into Gurmukhi Script

4 Transliteration System

The transliteration system as shown in figure 1
is virtually divided into two phases. The first
phase performs pre-processing on the input
Shahmukhi token by performing dictionary
lookup. If the dictionary lookup fails then the
token will go for rule based transliteration and
ultimately this phase will generate best possible
Gurmukhi token(s). The second phase performs
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the task of post-processing. Unicode Alignment
component performs context analysis of input
Gurmukhi token(s). All Forms generator (AFG)
component will perform critical task of handling
missing diacritical marks. This component will
suggest similar possible forms of a Gurmukhi
token which is not most frequent one. The queue
manager of post-processing phase is designed to
work on bi-gram language model. This will se-
lect the best possible unigram for final output by
consulting bi-gram weights of the current token
with its neighboring tokens

Unicode Encoded Shahmukhi Text

A 4
Shahmukhi Tokenizer

Transliteration
System

Shahmukhi Token

v
Pre-Processing & Transliteration

Dictionary Component

Rule Based Transliteration

Component
Gurmukhi Token(s)
v Post-Processing
Unicode Alignment Bi-Gram
Queue
All Forms Generator Manager
(AFG)
v

Out Put Text Generator

4
Unicode Encoded Gurmukhi Text

Figure 1. System Overview

5 Lexical Resources Used

Shahmukhi Corpus: 3.3 million words.
Gurmukhi Corpus: 7 million words.
Shahmukhi-Gurmukhi Dictionary
Unigram and Bi-gram Table

All Forms Generator (AFG)

6 Example

Here we show the internal working of the system
through an example. Suppose we observe a
Shahmukhi string as shown in figure 2. First, we
pass this through the pre-processing and translit-
eration phase where the input string has been
tokenized into eleven Shahmukhi tokens. Every

input token has been searched in the dictionary
for their existence. This status result is shown in
table 4 where the tokens 1%, 2%, 4% 50 gt 70
8" 10™ and 11™ are found in dictionary and their
intermediate Weighted Gurmukhi Forms (WGF)
have been generated. These tokens directly jump
to bi-gram queue manager for bi-gram analysis in
post-processing phase.

Input 11 Shahmukhi tokens (Right to Left)

¥

9 0 e A R

11 (10 9 L8 7 6 5 4| 3 (2

fag|3a P e arss g AR hare age
8 9

112 |3 4 |5 |6 |7

4

10 | 11

Transliterated 11 Gurmukhi tokens (Left to Right)
Figure 2. Shahmukhi Gurmukhi Tokens

Token | Shahmukhi Found in WGF
Token Dictionary token{weight}
) / Yes a9{4513}; fag {8714}
5 P Yes JI{14054}; JI{18}
3 J'/ No TN {524}
4 ) Yes fEr{59998}; A {1186}
5 U’{ Yes Eﬂ%{lm}
6 Sar Yes {7699}
7 . Yes B8{7927}; M{3600}
8 - Yes T{295}; H{9791}
9 Sl No )
J/ TS (447} T {47} {9}
10 Yes ;
TSB{S5HTS{S}
JI&{21582};FIS {174} ;
o
11 Yes . (1591

Table 4. Pre-Processing Transliteration Status

On the other hand, the input tokens 3™ and 9™ are
not found in dictionary. Therefore, in this phase
they will pass through transliteration component
and then in post-processing phase they will pass
through Unicode formatting. After that they will
test for Most Frequent (MF) check by comparing
their weights with a predefined threshold value®

? Threshold value is minimum probability of occur-
rence among most frequent tokens in target script cor-
pus.
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(100 in this case). As shown in table 5 the WGF
of 3" token I8 {524} is most frequent one and

will move to bi-gram queue whereas the WGF of
9™ token wHdJ{4} is not a most frequent token

and will reach at bi-gram queue manager only
after passing through all forms generator (AFG).

Token | MF | AFG Status Bi-gram Found | Output

1 - - hold 23;fe3

29-99,12;
fag-39, 20,

hold 99

é@?ﬁ-ﬁmo;

_ hold f&R

} fEA-TE LS,

Joi-8,86;
It 125;

NIERIE

8 - . hold

AIG{310}
nifAt {1486}
A {4}

wR22;
AN, 13;

1l

18 Yes | - hold wfAdt

MAGR-375,38;
IB-995,179;
IB-995,18;

EOS | - hold J& ESIe)

Table 5. Post-Processing Status and output

Here, we see that the AFG has generated two
additional forms »Adt{310} MfAdt{1486} (table 5)

for this token. These new forms are having addi-
tional diacritical marks of short vowels those are
missing in the original form. Clearly, AFG has
supplied the best possible forms. Next, we show
how bi-gram manager will work on WGF tokens
to generate final Gurmukhi token. In this model
the next token will decide the selection of its
previous one. Consider the case of second WFG
token JI{14054} having bi-gram combinations

with previous one as @39-J9 with weight 12 and
feg-Ja with weight 20. Clearly, the token feg will
produce as output not 23 because fg3-I3 combi-
nation has higher weight than 29-J9. Similarly,

this table shows found bi-gram weights and cor-
respondingly decided Gurmukhi token as output.

7  Results and Discussion

The transliteration system was tested on a small
set of poetry, article and story. The results are
tabulated in Table 6.

As we can observe an average transliteration ac-
curacy of 91.37% has been obtained. We got
good transliteration with different inputs. The
main source of error is the existence of vowel-
consonant mapping between the two scripts. The
Shahmukhi vowel characters Vav(s) and Yeh(y)
have mapping into Gurmukhi consonants

Vava(<) and Ya(Ul) respectively. This kind of

vowel-consonant mapping can not be resolved
fully with dependency rules but can be mini-
mized by refining the dictionary and phonetic
code generation rules of AFG component. In
other cases, system makes errors showing defi-
ciency in handling those tokens which are not
belonging to common vocabulary domain.

Type Transliterated Tokens Accuracy %
Poetry 3,301 90.63769
Article 584 92.60274
Story 3,981 90.88043
Total 7,866 91.37362

Table 6. Transliteration Results
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