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Abstract

In this paper, an extension of a dimen-
sionality reduction algorithm calledON-
NEGATIVE MATRIX FACTORIZATION iS
presented that combines both ‘bag of
words’ data and syntactic data, in order
to find semantic dimensions according to
which both words and syntactic relations
can be classified. The use of three way
data allows one to determine which dimen-
sion(s) are responsible for a certain sense
of a word, and adapt the corresponding
feature vector accordingly, ‘subtracting’
one sense to discover another one. The
intuition in this is that the syntactic fea-
tures of the syntax-based approach can be
disambiguated by the semantic dimensions
found by the bag of words approach. The
novel approach is embedded into cluster-
ing algorithms, to make it fully automatic.
The approach is carried out for Dutch, and
evaluated against EuroWordNet.

I ntroduction

Automatically acquiring semantics from text is

some time now. As Manning and Sidke (Man-
ning and Schtze, 2000) point out, most work gyample (1) shows the difference between both

on acquiring semantic properties of words has f

cused onsemantic similarity ‘Automatically ac-

quiring a relative measure of how similar a word
is to known words [...] is much easier than deter;

Most work on semantic similarity relies on the
distributional hypothesis (Harris, 1985). This hy-
pothesis states that words that occur in similar con-
texts tend to be similar. With regard to the context
used, two basic approaches exist. One approach
makes use of ‘bag of words’ co-occurrence data; in
this approach, a certain window around a word is
used for gathering co-occurrence information. The
window may either be a fixed number of words,
or the paragraph or document that a word appears
in. Thus, words are considered similar if they ap-
pear in similar windows (documents). One of the
dominant methods using this methodLSTENT
SEMANTIC ANALYSIS (LSA).

The second approach uses a more fine grained
distributional model, focusing on the syntactic re-
lations that words appear with. Typically, a large
text corpus is parsed, and dependency triples are
extractedt Words are considered similar if they
appear with similar syntactic relations. Note that
the former approach does not need any kind of
linguistic annotation, whereas for the latter, some
form of syntactic annotation is needed.

The results yielded by both approaches are typ-
ically quite different in nature: the former ap-

X } f"‘proach typically puts its finger on a broad, the-
subject that has gathered a lot of attention for quitg, ~tic kind of similarity.

while the latter approach
typically grasps a tighter, synonym-like similarity.

Oapproaches; for each approach, the top ten most

similar nouns to the Dutch noumuziek'music’
are given. In (a), the window-based approach is
used, while (b) uses the syntax-based approach. (a)

mining what the actual meaning is.” (Manning andy,q\ys indeed more thematic similarity, whereas
Schitze, 2000§8.5)
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(b) shows tighter similarity.

le.g. dependency relations that qualidpple might be

(http://creativecommons.org/licenses/by-nc-sa/3.0fpbject of eat and ‘adjectivered’. This gives us dependency

triples like < apple, obj, eat >.
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(1) a muziek ‘music’ gitaar ‘guitar, jazz ‘jazz’, 2 PreviousWork

cd ‘cd’, rock ‘rock’, bas‘bass’, song‘song’,
muzikantmusician’,musicusmusician’,drum 2,1 Distributional Similarity
‘drum’, slagwerkerdrummer’

b. muziek ‘music: dans ‘dance’, kunst‘art, There have been numerous approaches for com-
klank ‘S‘Oun?’,’lieldtje ‘fong’gl. tgelutid 'sound’,  pyting the similarity between words from distribu-
pogzie ‘poetry’, literatuur ‘literature’, pop- . . .
muziek ‘pop music’, lied ‘song’, melodie tional data. We mention some of the most impor-
‘melody’ tant ones.

With regard to the first approach — using a con-

Especially the syntax-based method has bed@xt window — we already mentionacsA (Lan-
adopted by many researchers, in order to find sélauer and Dumais, 1997). IpnsA, a term-
mantically similar words. There is, however, onedocument matrix is created, containing the fre-
important problem with this kind of approach: thequency of each word in a specific document. This
method is not able to cope with ambiguous wordgnatrix is then decomposed into three other matri-

Take the examples: ces with a mathematical technique callediGu-
LAR VALUE DECOMPOSITION. The most impor-
(2)  eenonevemummer tant dimensions that come out of theD allegedly
a odd number represent ‘latent semantic dimensions’, according
an odd number .
to which nouns and documents can be presented
(3)  eensteengoetiummer more efficiently.

a great number

‘2 great song’ LSA has been criticized for not being the most

appropriate data reduction method for textual ap-
plications. ThesvD underlying the method as-
L sumes normally-distributed data, whereas textual
meaning in these examples. In example (@)m- :
. . . .. count data (such as the term-document matrix)
meris used in the sense of ‘designator of quantity’, . .
.can be more appropriately modeled by other dis-

In example (3), it is used in the sense of ‘musi- . = - : :
, i . tributional models such as Poisson (Manning and
cal performance’. Accordingly, we would like the

word nummetto be disambiguated into two sensesscmtze’ 2000§15.4.3). Successive methods such

the first sense being similar to words lilgetal 4S PROBABILISTIC LATENT SEMANTIC ANALY-
. - IS (PLSA) (Hofmann, 1 r rem hi
‘number’, cijfer ‘digit’ and the second to words SIS (PLsA) (Hofmann, 1999), try to remedy this

like liedje ‘song’, song'song’ shortcoming by imposing a proper latent variable
’ ' model, according to which the values can be es-

While it is relatively easy for a human languagetimated. The method we adopt in our research
user to distinguish between the two senses, thiSNON-NEGATIVE MATRIX FACTORIZATION — is
is a difficult task for a computer. Even worse:similar to pPLSA, and adequately remedies this
the results get blurred because the attributes pfoblem as well.
both senses (in this exampt@mevenand steen- The second approach — using syntactic relations
goed are grouped together into one sense. This has been adopted by many researchers, in order
is the main drawback of the syntax-based methodtb acquire semantically similar words. One of the
On the other hand, methods that capture semamost important is Lin’s (1998). For Dutch, the ap-
tic dimensions are known to be useful in disamproach has been applied by Van der Plas & Bouma
biguating different senses of a word. Particu{2005).
larly, PROBABILISTIC LATENT SEMANTIC ANAL-
YsIS (PLSA) is known to simultaneously encode
various senses of words according to latent semaBchitze (1998) uses a disambiguation algorithm —
tic dimensions (Hofmann, 1999). In this paper, wealled context-group discrimination — based on the
want to explore an approach that tries to remedglustering of the context of ambiguous words. The
the shortcomings of the former, syntax-based alustering is based on second-order co-occurrence:
proach with the benefits of the latter. The intuitiorthe contexts of the ambiguous word are similar if
in this is that the syntactic features of the syntaxthe words they in turn co-occur with are similar.
based approach can be disambiguated by the ‘la-Pantel and Lin (2002) present a clustering al-
tent semantic dimensions’ found by the window-gorithm — coinedCLUSTERING BY COMMITTEE
based approach. (cBcC) — that automatically discovers word senses

The word nummer does not have the same

2.2 Discriminating senses
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from text. The key idea is to first discover a set

of tight, unambiguous clusters, to which possibly > Wm(WV%

. . T
ambiguous words can be assigned. Once a word Hoy Hau—z e 2
. . k YVka

has been assigned to a cluster, the features associ-
ated with that particular cluster are stripped off the S H, Vig
] H H H (WH)LH
word’s vector. This way, less frequent senses of Wia — sz—H )
v ttav

the word can be discovered.

The former approach uses a window-based.1l.2 Example
method; the latter uses syntactic data. But none We can now straightforwardly applymr to
of the algorithms developed so far have combinegreate semantic word modelsimF is applied to
both sources in order to discriminate among differa frequency matrix, containing bag of words co-

ent senses of a word. occurrence data. The additive propertyNoir en-
sures that semantic dimensions emerge, according
3 Methodology to which the various words can be classified. Two

sample dimensions are shown in example (4). For
each dimension, the words with the largest value
3.11 Theory on that dimension are given. Dimension (a) can

Non-negative matrix factorizationn{F) (Lee be qualified as a ‘transport’ dimension, and dimen-

and Seung, 2000) is a group of algorithms in whict§1on (b) as a ‘cooking’ dimension.

amatrixV is factorized into two other matrice8; (4) a. bus‘bus’, taxi ‘taxi’, trein ‘train’, halte ‘stop’,
andH. reiziger ‘traveler’, perron ‘platform’, tram
‘tram’, station ‘station’, chauffeur ‘driver’,

passagierpassenger’
~ b.  bouillon ‘broth’, slagroom‘cream’, ui ‘onion’,
Vi & W Hrxm (1) eierdooier ‘egg yolk’, laurierblad ‘bay leaf’,
zout'salt’, deciliter ‘decilitre’, boter ‘butter’,

3.1 Non-negative Matrix Factorization

Typlcally r is much smaller tham, m so that bleekselderijcelery’, saus'sauce’
both instances and features are expressed in terms
of a few components. 3.2 Extending Non-negative Matrix

Non-negative matrix factorization enforces the  Factorization
constraint that all three matrices must be nomywe now propose an extension sfir that com-
negative, so all elements must be greater than pines both the bag of words approach and the syn-
equal to zero. The factorization turns out to beactic approach. The algorithm finds again latent
particularly useful when one wants to find additivesemantic dimensions, according to which nouns,
properties. contexts and syntactic relations are classified.

Formally, the non-negative matrix factorization Since we are interested in the classification of
is carried out by minimizing an objective function.nouns according to both ‘bag-of-words’ context
Two kinds of objective function exist: one thatand syntactic context, we first construct three ma-
minimizes the Euclidean distance, and one thatices that capture the co-occurrence frequency in-
minimizes the Kullback-Leibler divergence. Information for each mode. The first matrix con-
this framework, we will adopt the latter, as — fromtains co-occurrence frequencies of nouns cross-
our experience — entropy-based measures tend dfassified by dependency relations, the second ma-
work well for natural language. Thus, we want tatrix contains co-occurrence frequencies of nouns
find the matrice$V andH for which the Kullback- cross-classified by words that appear in the noun’s
Leibler divergence betweeli andW H (the mul- context window, and the third matrix contains co-
tiplication of W and H) is the smallest. occurrence frequencies of dependency relations

Practically, the factorization is carried outcross-classified by co-occurring context words.
through the iterative application of update rules. We then applywmF to the three matrices, but we
MatricesW and H are randomly initialized, and interleave the separate factorizations: the results of
the rules in 2 and 3 are iteratively applied — alterthe former factorization are used to initialize the
nating between them. In each iteration, each vedactorization of the next matrix. This implies that
tor is adequately normalized, so that all dimensiowe need to initialize only three matrices at random;
values sumto 1. the other three are initialized by calculations of the
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previous step. The process is represented graplgiven a dimension. With this knowledge, we can

cally in figure 1. ‘subtract’ the syntactic relations that are responsi-
ble for a certain dimension from the original noun
5 = S vector:
50‘ H ‘
5k A =5><W X — —
E)new - 707’1’9( 1 —h dim) (4)

Equation 4 multiplies each feature (syntactic re-

2 0 2% lation) of the original noun vectori ,,;,) with a
L G ] scaling factor, according to the load of the feature

“ B ==V x on the subtracted dimensiorh (;;,,, — the vector
L] of matrix H containing the dimension we want to

— . . —
subtract). 1 is a vector of ones, the size @f 4;,,.

80k 50 10k

N C = U x . F 34 A Clustering Framework

The last step is to determine which dimension(s)

are responsible for a certain sense of the word. In
Figure 1: A graphical representation of the exyrder to do so, we embed our method in a cluster-
tendedNmF ing approach. First, a specific word is assigned to
its predominant sense (i.e. the most similar clus-
ter). Next, the dominant semantic dimension(s)
X for this cluster are subtracted from the word vec-
f:u_lat?d' The. result of updaté” is then usfed_ 0 tor (equation 4), and the resulting vector is fed to
initialize matrix V, and the update of matri& is the clustering algorithm again, to see if other word

caICl_JIated. dThyI,S mac';rlx |sfused i;ga'n ';o 'In't'a(;'zesenses emerge. The dominant semantic dimen-
mr?trle, an t iUp a‘:je 0 matrl IS ca (;; ated. sion(s) can be identified by ‘folding in’ the cluster
This matrix can be used to initialize mati, and - coniroid into our factorization (so we get a vec-

the process is repeated until convergence. tor W of dimension size), and applying a thresh-

In (5), an example is given of the kind of s€- |4 g the result (in our experiments a threshold of
mantic dimensions found. This dimension may b& _ s __ <4 dimensions responsible for5% of

coined the ‘transport’ dimension, as is shown b¥he centroid are subtracted).

the top 10 nouns (a), context words (b) and syntac- \ye ysed two kinds of clustering algorithms to

tic relations (c). determine our initial centroids. The first algorithm

(5) a. auto ‘car, wagen‘car, tram ‘tram’, motor IS @ standarg-means algorithm. The second one
‘motorbike’, bus‘bus’, metro‘subway’, auto-  is the cBC algorithm by Pantel and Lin (2002).
mobilist driver’, trein ‘trein’, stuur'steering e iniial vectors to be clustered are adapted with

wheel’, chauffeurdriver’ oo ) .
b.  auto‘car, trein ‘train’, motor‘motorbike’,bus ~ Pointwise mutual information (Church and Hanks,

‘bus’, rij “drive’, chauffeurdriver’, fiets'bike’,  1990).
reiziger ‘reiziger’, passagierpassenger’ ver-

In the example in figure 1, matrik is initial-
ized at random, and the update of maifrkis cal-

voer‘transport’ ]
c. viertrapsy ‘four pedal’, verplaatsnety; 3.4.1 K-means
‘move with’, toeter,q; ‘honk’, tankin_houds; First, a standarck-means algorithm is applied

[parsing error], tank.p; ‘refuel’, tank,; ‘re- -
fuel’, rij VOOrDijsus; ‘pass by, fijvoOrbijug; to the nouns we want to cluster. This yields a hard

‘pass by’, rijaf..,; ‘drive off’, peperduug,;  Clustering, in which each noun is assigned to ex-
‘very expensive’ actly one (dominant) cluster. In the second step,
. we try to determine for each noun whether it can
33 Sense Subtraction be assigned to other, less dominant clusters. First,
Next, we want to use the factorization that has beehe salient dimension(s) of the centroid to which
created in the former step for word sense discrimthe noun is assigned are determined. We com-
ination. The intuition is that we ‘switch off’ one pute the centroid of the cluster by averaging the
dimension of an ambiguous word, to reveal posfrequencies of all cluster elements except for the
sible other senses of the word. From matrix Htarget element we want to reassign, and adapt the
we know the importance of each syntactic relatiomentroid with pointwise mutual information. After
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subtracting the salient dimensions from the noudesignate either the Spanish city or the Spanish
vector, we check whether the vector is reassignddotball club.

to another cluster centroid (i.e. whether it is more First, we look up the top dimensions for each

similar to a different centroid). If this is the case,noun. Next, we successively subtract the dimen-
(another instance of) the noun is assigned to th&ons dealing with a particular sense of the noun,
cluster, and we repeat the second step. If there @& described in 3.3. This gives us three vectors
no reassignment, we continue with the next wordor each noun: the original vector, and two vectors

The target element is removed from the centroiavith one of the dimensions eliminated. For each of
to make sure that we only subtract the dimensiorthese vectors, the top ten similar nouns are given,

associated with the sense of the cluster. in order to compare the changes brought about.
Note thatk-means requires to set the number OE . e
k 6) a. pop rock, jazz meubilair ‘furniture’, pop-
clusters beforehand, gois a parameter to be set. muziek‘pop music’, heks‘witch’, speelgoed
‘toy’, kast‘cupboard’, servies‘[tea] service’,
342 cCBC vraagtekeriquestion mark’
. . . b. pop meubilair ‘furniture’, speelgoed‘toy’,
The second clustering algorithm operates in a kast ‘cupboard’, servies'[tea] service', heks
similar vein, but instead of using simpkemeans, ‘witch’, vraagteken‘question mark’ sieraad
we use Pantel and Linssc algorithm to find the jewel’, sculptuur'sculpture’, schoerishoe
o . . c. pop rock, jazz popmuzieKpop music’, heks
initial centroids (coineccOMMITTEES). ‘witch', danseresdancer’, servies{tea] ser-
In order to find committees, the top nouns Vlce’,kkople ‘cup’, house‘house music’,aap
‘monkey’

for each noun in the database are clustered with

average-link clustering. The clusters are scored Example (6) shows the top similar words for the
and sorted in such a way that preference is givepy ee vectors opop. In (a), the most similar words
to tight, representative clusters. If the committeeg, the original vector are shown. In (b), the top
do not cover all elements sufficiently, the algorithmyimension (the ‘music dimension’) has been sub-
recursively tries to find more committees. An elabyacted from (a), and in (c), the second highest di-
orate description of the algorithm can be found inension (a ‘domestic items’ dimension) has been
(Pantel and Lin, 2002). subtracted from (a).

In the second step, we start assigning elementsThe differences between the three vectors are
to committees. Once an element is assigned, thesar: in vector (a), both senses are mixed together,
salient dimensions are subtracted from the nougith ‘pop music’ and ‘doll’ items interleaved. In

vector in the same way as in 3.4.1 (only do we nofp), no more music items are present. Only items
have to remove any target word from the centroidig|ated to the doll sense are among the top similar

committees are supposed to represent tight, unafyords. In (c), the music sense emerges much more

biguous clusters). clearly, with rock, jazz and popmuziekbeing the

cBC attempts to find the number of committeesmost similar, and a new music termqusé show-
automatically from the data, godoes not have to jng up among the top ten.

be set. Admittedly, in vector (c), not all items related to

the ‘doll’ sense are filtered out. We believe this
is due to the fact that this sense cannot be ade-
41 Sense Subtraction quately filtered out by one dimension (in this case,
i ... adimension of ‘domestic items’ alone), whereas it
In what follows, we will talk about semantic di- is much easier to filter out the ‘music’ sense with

‘m.en’sollt_)ns as, e'?" r’:he music d'lme]rclsrl]on or th%nly one ‘music’ dimension. We will try to rem-
city’ dimension. In the vast majority of the cases,edy this in our clustering framework, in which it is

the dwpenspns are indeed as clear-cut as the_ ranNssssible to subtract multiple dimensions related to
port dimension shown above, so that the dime

) : ) dne sense.
sions can be rightfully Igbeled this way. . Asecond example, the ambiguous proper name
Two examples are given of how the Semam'%arcelonais given in (7)

dimensions that have been found can be used for

word sense discrimination. We will consider two(7) & Barcelona Arsena| Inter, Juventus Vitesse
. . . Milaan ‘Milan’, Madrid, Parijs ‘Paris’, Wenen

ambiguous noungop, which can mean ‘pop mu-

X | ‘Vienna', Munchen'Munich’
sic’ as well as ‘doll’, andBarcelona which can b. Barcelona Milaan ‘Milan’, Munchen ‘Mu-

4 Examples
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nich’, Wenen'Vienna', Madrid, Parijs ‘Paris’, @ hierarchical wordnet. Among these measures,
flonn Praag'Prague’ Berljn ‘Berlin', Londen  the most important are Wu & Palmer's (Wu and
c.  Barcelona Arsenal Inter, Juventus Vitesse Palmer, 1994), Resnik's (Resnik, 1995) and Lin’s
Parma Anderlecht PS\, FeyenoordAjax (Lin, 1998). In this evaluation, Wu & Palmer’s
(1994) measure will be adopted. The similarity is
In (@), the two senses @arcelonaare clearly .0 jated according to the formula in (5), in which
mixed up, showing cities as well as football cIubsN1 andN, are the number dé-alinks from 4 and

among the most similar nouns.  In (b), whereg yq y6ir most specific common superclassiV
the ‘football dimension’ has been subtracted, onlys the number ofs-a links from C' to the root of

cities show up. In (c), where the ‘city dimension’

' the taxonomy.
has been subtracted, only football clubs remain.

2N

SIMW g Palmer (A, B) = N1 + Ny 4+ 2N5 ©)

4.2 Clustering Output

In (8), an example of our clustering algorithm with

initial K-means clusters is given.
iets
(8) a. werk ‘work’ beeld ‘image’ foto ‘photo’ I
schilderij ‘painting’ tekening‘drawing’ doek object
‘canvas’ installatie ‘installation’ afbeelding We‘zen
‘picture’ sculptuur ‘sculpture’ prent ‘pic- \
ture’ illustratie ‘illustration’ handschrift organisme
‘manuscript’grafiek‘print’ aquarel‘aquarelle’
magquette‘scale-model’ collage ‘collage’ ets
‘etching’ zoogdier vis
b.  werk ‘work’ boek ‘book’ titel ‘title’ roman \ \
‘novel’ boekje ‘booklet’ debuut ‘debut’ bi- hond zalm
ografie ‘biography’ bundel‘collection’ toneel-
stuk ‘play’ bestseller‘bestseller’ kinderboek .
‘Chi,dpbgok, autobiografie ‘autobiography’  Figure 2: Extract from the Dutch EuroWordNet

novelle‘short story’ Hierarchy

c. werk ‘work’ voorziening ‘service’ arbeid
labour” opvoeding‘education’ kinderopvang  For example, the most common superclass of
‘child care’ scholing ‘education’ huisvest- . , . - ,
ing ‘housing’ faciliteit ‘facility’ accommodatie hond doQ en zalm‘salmon’ is dier ‘animal (as
‘acommodationarbeidsomstandigheitvork-  can be seen on the extract from Dutch EuroWord-

ing condition’ Net in figure 2). Consequentlyy; = 2, N, = 2,

The example shows three different clusters t8'3 = 4 andsimyy p(hond, zalm) = 0.67.
which the nounwerk ‘work’ is assigned. In (a), To calculate precision, We apply the same
werk refers to a work of art. In (b), it refers to a Lnet?}odolog;;altzs Pavr\lltel d?\lnd Lin (ZOGZD_etS(w)
written work. In (c), the ‘labour’ sense afierk D€ the set of EuroWordNet sensesimyy (s, u),
the similarity between a synsetand a wordu is

|
dier

emerges.

g then defined as the maximum similarity between
5 Evaluation and a sense af:
5.1 Methodology simy (s,u) = max sim(s,t) (6)

) ) teS(u)
The clustering results are evaluated according to Let ¢, be the topk-members of a cluster,

Dutch EuroWordNet (Vossen and others, 1999Rivhere these are themost similar members to the

Precision and recall are calculated by comparin . ) A
._._centroid ofc. simC(c, s), the similarity between
the results to EuroWordNet synsets. The precision : . L
. s andc, is then defined as the average similarity
is the number of clusters found that correspond t i
etweens and the topk members of:

an actual sense of the word. Recall is the number

of word senses in EuroWordNet that are found by Z simW (s, u)
the algorithm. Our evaluation method is largely the - ’
same as the one used by Pantel and Lin (2002). simc (s, ¢) = 2 (7

Both precision and recall are based on wordnet—; o o
Note, however, that our similarity measure is different.

similarity. A number of similarity me_asu_re_s h_aV?Where Pantel and Lin use Lin's (1998) measure, we use Wu
been developed to calculate semantic similarity iand Palmer's (1994) measure.
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An assigment of a word to a cluster: can now the results of our algorithm with theec commit-

be classified as correct if tees, as described in section 3.4.2. For comparison,
we have also included the results of a standard
nézémx) simC(s,c) > 0 (8) means clustering (kmeays,, £ = 600), and the

original cBc algorithm (CBC,,;,) as described by
and the EuroWordNet sense af that corre- pantel and Lin (2002).

sponds ta: is

threshold?
arg max simC(s, c) 9) 40 (%) .60 (%)

seS(w)

When multiple clusters correspond to the same kmeans,,; prec.  78.97 55.16
EuroWordNet sense, only one of them is counted rec. 63.90 A4t
as correct. CBCumf prec. 82.70 54.87

Precision of a wordv is the percentage of cor- rec. 60.27 40.51
rect clustgrs to which it is assigned. Recall of kmeans., prec. 86.13  58.97
a word w is the percentage of senses from Eu- rec. 60.23 41.80
roWordnet that have a corresponding clustere-
cision and recall of a clustering algorithm is the ~ CBCorig prec. 44.94  29.74
average precision and recall of all test words. rec. 69.61 48.00

5.2 Experimental Design Table 1: Precision and recall for four different al-

We have applied the interleavediF presented in  gorithms according to two similarity thresholds
section 3.2 to Dutch, using thewWlENTE NIEUWS
CorpPus (Ordelman, 2002), containing 500M The results show the same tendency across all
words of Dutch newspaper text. The corpus is corsimilarity thresholds: kmeaps,; has a high pre-
sistently divided into paragraphs, which have beeaision, but lower recall compared &BC,,;,. Still
used as the context window for the bag-of-wordshe recall is higher compared to standartheans,
mode. The corpus has been parsed by the Dute¥hich indicates that the algorithm is able to find
dependency parser Alpino (van Noord, 2006), anthultiple senses of nouns, with high precision. The
dependency triples have been extracted. Next, thesults of cBC,,,,; are similar to the results of
three matrices needed for our method have bed&means,;,, indicating that few words are reas-
constructed: one containing nouns by dependensygned to multiple clusters when usigc com-
relations (5K x 80K), one containing nouns by mittees with our method.
context words (5Kx 2K) and one containing de-  Obviously, kmeans,, scores best with regard
pendency relations by context words (86K2K). to precision, but worse with regard to recall.
We did 200 iterations of the algorithm, factorizingCBc,,, finds most senses (highest recall), but pre-
the matrices into 50 dimensions. TheF algo- cision is considerably worse.
rithm has been implemented in Matlab. The fact that recall is already quite high with
For the evaluation, we use all the words that apstandard K-means clustering indicates that the
pear in our original clustering input as well as inevaluation is skewed towards nouns with only one
EuroWordNet. This yields a test set of 3683 wordssense, possibly due to a lack of coverage in Eu-
roWordNet. In future work, we specifically want
53 Results to evaluate the discrimination of ambiguous words.
Table 1 shows precision and recall figures for fouplso, we want to make use of the new Cornetto
different algorithms, according to two similarity Databas® a successor of EuroWordNet for Dutch
thresholdsf (equation 8). kmeans,; describes which is currently under development.
the results of our algorithm witlk-means clus-  Still, the evaluation shows that our method pro-
ters, as described in section 3.4dBcC describes vides a genuine way of finding multiple senses of

30ur notion of recall i slightly different from the one used WOrds, while retaining high precision. Especially

by Pantel and Lin, as they use ‘the number of senses in whidihe method using a simpkemeans clustering per-
w was used in the corpus’ as gold standard. This information,

as they acknowledge, is difficult to get at, so we preferto use “*http://ww. | et. vu. nl / onder zoek/

the sense information in EuroWordNet. proj ectsites/cornetto/index. htm
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forms particularly well. The three way data al-Landauer, Thomas and Se Dumais. 1997. A solution to

lows the algorithm to put its finger on the particular Plato’s problem: The Latent Semantic Analysis the-

sense of a centroid, and adapt the feature vector of ©7Y Of the acquisition, induction, and representation
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