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Abstract

Voice-Activated Question Answering (VAQA)
systems represent the next generation capability
for universal access by integrating state-of-the-
art in question answering Q&A and automatic
speech recognition (ASR) in such a way that
the performance of the combined system is bet-
ter than the individual components. This paper
presents an implemented VAQA system and de-
scribes the techniques that enable the terative
refinement of both Q&A and ASR. The results
of our experiments show that spoken questions
can be processed with surprising accuracy when
using our VAQA implementation.

1 Introduction

Open-domain question answering (ODQA) is a
critical technology for the next generation of
Internet applications. Text-based Q&A tech-
nology has been making vast inroads into the
public consciousness through web sites such as
www.askjeeves.com. It is clear the next step
is to integrate voice input (and output) to al-
leviate the keyboard bottleneck. Because the
amount of information on the Internet is grow-
ing exponentially, standard word statistic-based
search engines are rapidly becoming obsolete
due to the large number of irrelevant matches
returned. Further, the explosion of web-based
portable computing devices with limited display
capabilities (e.g., cellular phones) has created
a serious need for advanced information access
technologies that interact with the Internet us-
ing voice and other modalities.
Voice-Activated Question Answering
(VAQA) systems represent the next gen-
eration capability for universal access by
integrating state-of-the-art in question answer-
ing and automatic speech recognition (ASR)
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Figure 1: Global view of a Voice Activated
Question Answering System

in such a way that the performance of the
combined system is better than the individual
components. An overview of our approach is
given in Figure 1.

The system attempts to answer correctly a
spoken question by first filtering the many pos-
sible ill-formed questions from the word lattice,
and if this fails it performs lexical and semantic
alternations to the remaining questions in the



reduced word lattice. If the answer is not found
by using alternations of the keywords, then fi-
nally, the question will be answered through an
interactive Q& A module. By allowing the Q&A
and ASR systems to interact and pass infor-
mation back and forth, and by allowing each
system to reprocess the data based on iterative
feedback from the other, we can converge on a
better hypothesis that is something neither sys-
tem could have achieved in isolation. We refer
to this process as iterative refinement, and it is a
technical cornerstone of our method for VAQA.

The remaining of the paper is organized as
follows. Section 2 describes the motivation of
the iterative refinement of voice and question
processing and details our methodology. Sec-
tion 3 presents the filtering mechanisms imple-
mented in VAQA whereas Section 4 describes
the enhanced language model for question pro-
cessing. The lexico-semantic alternations en-
abled for Q&A are not described in this pa-
per, as they are similar to those presented in
(Harabagiu et al. 2001). Section 5 describes
the interactive QA part of our VAQA system
and Section 6 evaluates the results. Section 7
summarizes the conclusions.

2 Iterative Refinement of Voice and
Question Processing

When integrating a state-of-the-art question
answering system with an automatic speech
recognition (ASR), the experiments show the
need to devise a combined system that is bet-
ter than the individual components. Our ex-
periments involved the best performing Q&A
system in the recent Text Retrieval Confer-
ences (TREQC) (http://trec.nist.gov) and an
Automatic Speech Recognition (ASR) sys-
tem publicly available from the Institute
of Signal and Information Processing (ISSP)
(http://www.isip.msstate.edu). We collected a
small database of three speakers who read 200
questions from the TREC-8 competition and
the 700 questions evaluated in TREC-9. These
questions were processed through the ISSP’s
state-of-the-art LVCSR system trained on a di-
verse database of broadcast news. The 1-best
output from this system was then sent to a high
performance Q&A system. The baseline per-
formance of the Q&A system from text input
was 76%. Performance of the Q&A system on

the output of the speech recognizer, which op-
erated at a 30% WER, was only 7%. Examina-
tion of the results exposes several fundamental
flaws of this simple combination of an ASR and
QA system, including the importance of named
entity information, and the inadequacies of cur-
rent speech recognition technology based on N-
gram language models.

Our solution to the problem of Open-Domain
Voice-Activated Question-Answering is based
on several interactions between the ASR and
the QA systems. Our VAQA System uses first
the ASR to generate a transcribed question
along with a lattice of words that are recog-
nized with various probabilities. A special fil-
tering mechanism then uses both the question
transcription and the word lattice to filter out
words that cannot be processed by a typical
Q&A system due to syntactic, semantic or prag-
matic inconsistencies. The result is a word lat-
tice of smaller dimensions, useful for generat-
ing an enhanced language model, employed by
the ASR. This language model is used to re-
process the spoken question before presenting
it to a high-performance Q&A system capable
of using lexical and semantic alternations of the
question keywords when searching for the an-
swer. (Harabagiu et al. 2001) reported a suc-
cessful method of enhancing the preformance of
open-domain textual Q&A systems by enabling
three diffrent forms of keyword variants, that
we called alternations. In our experiments, we
made use of all these three forms of alternations:
(1) morphological variations (e.g. the keyword
invent is expanded into invention and inventor);
(2) semantic alternations based on synonyms or
hypernyms encoded in WordNet (Miller 1995)
(e.g. murderer and killer); and (3) lexical para-
phrases using one or multiple terms to express
the same concept (e.g. linke better and prefer).
However, there are cases when none of the syn-
tactic, semantic or pragmatic information can
improve the interpretation of the question be-
cause either all the words are incorrectly rec-
ognized or the question was very short, asking
about a single concept that is misunderstood.
Allowing a follow-up and engaging in a dialog
with the user enables the system to negotiate
the meaning of the question and therefore pro-
vide with the expected answer. In this latter
case, the transcription of the original question
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Figure 2: Architecture of the Filtering component of a Voice-Activated Question/Answering System

can be recovered and the language model may
be further enhanced to capture the missing lin-
guistic information.

3 Filtering for VAQA

The architecture of the filtering component
of the Voice-Activated Question-Answering
(VAQA) system is illustrated in Figure 2. The
transcribed question, generated by the ASR
module has usually a multitude of errors, ei-
ther determined by the presence of words that
were not in the vocabulary of the ASR or due to
the simple language model it encodes. The spo-
ken question signal is processed before it is used
by the acoustic models that create the search
space for the question words. Initially the lan-
guage model from the ASR is used to produce
the question transcription as well as a lattice
of words recognized with different probabilities.
Overall, the role of the filters is to significantly
reduce the large number of outputs produced
by the word lattice search module. For exam-
ple, for the TREC-8 question “Who was Pres-
ident Cleveland’s wife?” out of 105 outputs in
the word lattice, only 18 passed all the filters
described below.

The filter illustrated in Figure 2 improves the
speech-recognition probabilistic model by us-
ing information acquired from several sources.
First, dictionaries from the named entity rec-

ognizer included in the Q&A system enhance
the limited dictionaries currently used in ASR.
Many paths that are currently unexplored be-
cause of the lack of dictionaries become avail-
able when larger dictionaries are considered.
Second, question templates are useful for re-
considering other possible alternatives rather
than those selected. For example, most TREC
questions start with a question stem like What,
Who or When. While this does not always ap-
ply, it does indicate that the input from the
user is more likely to start with a question stem.
The enhanced language model incorporates this
form of knowledge. However, the new language
model cannot be trained entirely on the lat-
tice, and the filtering component will retain only
the sequences of words from the lattice that
comply with most of the syntactic, semantic
and pragmatic requirements of general question
templates. For example, when considering the
question “Who is President Cleveland’s wife?”
many incorrect alternatives like ”As President
Cleveland wife” or ”For as president Cleveland
wife” are assigned lower probabilities than those
alternatives starting with a question stem, e.g.
?Who was President Cleveland wife?”. To fur-
ther reduce the word lattice on which the en-
hance language model is trained, three addi-
tional forms of filtering take place: (1) question
processing filtering; (2) passage retrieval filter-



ing; and (3) answer processing filtering. The
question filtering uses three forms of informa-
tion: syntactic, semantic (answer-type based)
and pragmatic (pattern based). The syntac-
tic filter is based on the information provided
by the probabilistic parser encoded employed
by the Q&A system. Spurious alternatives like
"The was President Cleveland wife” are eas-
ily rejected because the probability of a global
parse is close to zero. The absence of a verb is
also detected by the syntactic filter. For exam-
ple the questions ”Whose President Cleveland
life?”, ”When President Cleveland life?” and
”What President Cleveland Zweig?” will are dis-
carded at this level. The semantic filter identi-
fies questions whose question stem is not recog-
nized successfully or does not match the answer
type. For example, the alternative "It was Pres-
ident Cleveland lawyer” for the question ”Who
is President Cleveland’s wife?” does not have a
question stem, so it will be discarded. When the
question stem is recognized but it does not fit
into the semantic class of the expected answers,
the alternative is also rejected. For instance,
"Who’s President Cleveland life?” is rejected
because there is a mismatch between the ques-
tion stem "Who” (expecting a person or an or-
ganization’s name as answer) and the question
term ”life”. The pragmatic filter further checks
the semantics of the question, restricting the
set of alternative questions to those that make
sense semantically against a set of question pat-
terns. The question ”"How far is Yaroslavl from
Moscow?” constitutes an example. Even if the
city names are not recognized, question patterns
can identify that the first concept after the ques-
tion stem should be a location, as long as the
second concept (Moscow) is identified as a loca-
tion name.

4 Enhanced Language Model for
Question Processing

Typically, a language model (LM) provides con-
straints on the sequence of words that are al-
lowed to be recognized. In particular, it pro-
vides a mechanism to estimate the probability
of some word wy, in q word sequence W given
the surrounding words. Ideally, the LM inte-
grates linguistic knowledge, domain knowledge
and pragmatic knowledge. For most ASR ap-
plications, none of these forms of knowledge are

easy to identify, therefore N-gram models are
used indirectly to encode syntax, semantics and
pragmatics by concentrating on the local depen-
dencies between words. However, our experi-
ments have shown that N-grams are insufficient
for the recognition of spoken question words.

Possible alternatives (e.g. (Chelba and Je-
linek 1998), (Kuhn and de Mori 1992), (Laf-
ferty et al. 1992) (Lau et al. 1992), (Jardino
1996) and (Bahl et al. 1989)) emphasize syntac-
tic dependencies whereas experiments in open-
domain textual Q& A have shown that semantic
and pragmatic dependencies are more impor-
tant. For example, given the question: “How
far is Yaroslavl from Moscow?” and its tran-
scription recognized by our ASR: “AFFAIR IS
YES LEVEL FROM MOSCOW?” it is obvious
that the correction of “AFFAIR” into “How
far” may be obtained easier if a DISTANCE se-
mantic class is associated with the bigram [from
LocATION] where Moscow is identified as a Lo-
CATION by a Named Entity tagger. The Dis-
TANCE semantic class imposes the identification
of the associated question stem “How far”. This
is more straight-forward than trying to compute
long-distance dependency probabilities between
AFFAIR and MOSCOW. In this way, seman-
tic information characteristic for question pro-
cessing takes precedence over syntactic informa-
tion. Additionally, Yaroslavl cannot be recog-
nized simply because it is not in the vocabu-
lary. However, a back-off model that uses lists of
LocATION-words from the text collection can be
used to approximate its recognition. The list of
all possible names of locations collocating with
Moscow in the same paragraphs is a new form
of pragmatic knowledge, readily available when
retrieval systems built for Q&A are used.

Our enhanced language model is based on the
noisy channel framework in which we consider
that the transcribed question produced by the
ASR contains noise on top of the information
from the originally spoken question. As in any
noisy channel application, we must solve three
problems:

e Source model: We must assign to every spoken
question @, a probability P(Qs) which quanti-
fies the chance that it is recognized correctly.

e Channel model: We assign to every pair of
spoken and transcribed question a probability
P(Q¢|Qs) which gives the chance that when Q;




is uttered, it will be recognized as ;.

e Decoder: When we obtain a transcription of
a question, we look for the original, spoken
question @, that maximizes P(Qs|Q;). This is
equivalent to searching for s that maximizes
P(Qs) x P(Q:|Qs)-

Our source and channel models assign prob-
abilities to the semantic transformations of the
questions rather than to the string of words. Se-
mantic transformations of questions were first
introduced in (Harabagiu et al. 2000) as graphs
in which the edges are binary dependencies
recognized in the syntactic constituents of the
questions and the question stems are replaced
by semantic classes e.g. PERSON, DISTANCE.
(Harabagiu et al. 2000) describes how such se-
mantic classes are assigned as expected answer
types based on an extensive hierarchy of answer
types. For example, given the TREC-8 ques-
tion “How far is Yaroslavl from Moscow?”, we
obtain the following semantic transformation of
the question:

DISTANCE Yarodavl M oscow

The source model assigns probabilities to the
question semantic transformations of the source
question, we consider for every question () the
semantic transformation S such that:

Sbest(Q) = argmaacsP(S\Q)

The key to this statistical model is that the
semantic transformation is obtained by (1) a set
of binary dependencies D; (2) the base NPs rec-
ognized by the parser, denoted by B; and (3)
the question semantic template information Z,
combining semantic information of the classes
categorizing question stems with the semantic
classes categorizing possible answers. A statis-
tical model for representing B and D was pro-
posed in (Collins 1996) and is implemented in
our current parser, used to generate the seman-
tic transformations. However, this model needs
to be re-trained to incorporate the semantic-
class information available from (a) Named En-
tity taggers; (b) our off-line answer-type taxon-
omy comprising over 40 semantic classes cov-
ering more than 8000 linguistic concepts; and
(c) semantic classes in which the question stems
can be mapped, as first reported in (Moldovan,
Harabagiu et al. 1999). In this way, our source
model becomes:

P(S‘Q) :P(B’D’Z|Q) =
= P(B|Q) x P(D|Q, B) x P(Z|Q, B, D)

The semantic template model computes the
probability that a question is mapped in a se-
mantic template, given its BaseNP and binary
dependency models. Question semantic tem-
plates consist of semantic classes and unlabeled,
binary dependencies between them. The se-
mantic classes comprise either tops of the an-
swer type hierarchies, similar to those described
in (Harabagiu et al. 2000) or the semantic
categories distinguished by our Named Entity
tagger. Moreover, multiple questions can be
mapped in the same semantic template:

Question Template

Distance Location —— LocaTion

Questions

How far is Yaroslavl from Moscow?
How far is your home from school ?

Question Template

Probuct —— OkeaNizaTION
Questions
What does the BMW produce?

What isthe best selling car from Toyota?

We compute the semantic template probabil-
ities as a product of the probability of recogniz-
ing the expected answer type (EAT) as the first
class of the template with the probabilities of
disambiguating any of the words from the ques-
tion in the template semantic classes Cr:

P(EAT) x [[ P(C%)

The stochastic channel model performs some
minimal operations on the syntactic con-
stituents and their corresponding binary de-
pendencies with the goal of creating a full se-
mantic representation of the question. The ex-
pansion operations correlate entities from the
questions that have semantic tags with seman-
tic templates of questions, ranked by the prob-
abilities of the semantic model. For exam-
ple, given Qs = “AFFAIR IS YES LEVEL
FROM MOSCOW?” we compute the factors
P(Qs) and P(Q¢|Qs). We obtain only two sub-
trees, one spanning “AFFAIR IS YES LEVEL?”,



the other “LEVEL FROM MOSCOW?”. The
reduced question obtained when the depen-
dencies are known generates two sub-graphs:
affair—level and level— Moscow. The back-off for
question templates suggest the replacement of
affair with several stems: Where, Who and How
far, each with a different probability. We also
compute P(Q;|Q¢), which computes the proba-
bility of the other relationship from the question
template connecting DISTANCE to a LOCATION
concept. This entails the replacement of “YES
LEVEL” in Qs with the name of a LOCATION.
A list of possible locations is provided by the
names recognized as LOCATIONS in the cluster
selected at filtering time.

5 Interactive Question Answering

Sometimes, due to the errors generated in the
ASR, the meaning of a question may be com-
pletely lost. The solution is to allow the sys-
tem to obtain clarifications from the user, and
import the additional information in the pro-
cessing of the question. The following dialog
illustrates such a clarification example:

Q: Where did the ukulele originate?
ASR: WHERE DID YOU GO A LEADER

IN GENERATE?
A: Are you interested in a specific leader?.
Q’: No, I am interested in ukulele, the musical

instrument
ASR: NO I’'M INTERESTED IN LEADER IN

THE MUSICAL IN SUMMER
A’: The ukulele, introduced from Portugal into

the Hawaiian Islands about 1879,

was first used in Canadian schools

in the Maritime provinces about 20

years ago to teach music.

When the initial question is processed, only
the question stem, where was recognized cor-
rectly, identifying the correct ezpected answer
type as LOCATION. The focus of the ques-
tion was not recognized correctly, as it was be-
lieved that the question asks about some leader.
At this point the system generates a clarifica-
tion question, thus allowing for mixed initia-
tive. The clarification question selects leader
as the focus concept because of the hypothesis
that LOCATIONS are associated with organiza-
tions of people, and leader is a member of the
PERSON subhierarchy. An affirmative answer

from the user confirms that the question focus
was recognized correctly. However, in our ex-
periment, the user first stated No, indicating
that the system did not comprehend the topic
of the question, recognized by the head of the
first NP syntactically dependent on the question
stem. Additionally, the user provided a cate-
gorization of ukulele, defining it as a musical
instrument. Fortunately, the keyword musical
is recognized correctly, and it was used to re-
trieve the paragraph containing the correct an-
swer, even if ukulele was still not recognized.
This was posible because the output of the
ASR is not processed in isolation, but rather in
the context of the prior interactions. Since the
word leader was already rejected as the ques-
tion focus, it is not employed to retrieve rele-
vant paragraphs. Based on the empirical meth-
ods developed for selecting question keywords
reported in (Moldovan, Harabagiu et al. 1999),
only musical and summer are selected for re-
trieval. Additionally, each retrieved paragraph
had to contain at least one expression identi-
fied by the Named Entity Recognizer encoded
in the Q&A system as a LOCATION. When
the number of such paragraphs is too small
(i.e. under 20) the last keyword (summer) is
dropped and the paragraph retrieval resumes.
384 paragraphs were retrieved, each containing
either the word musical or any of its alterna-
tions and at least one LOCATION. The para-
graphs were ordered with a comparison func-
tion learned with a method reported in (Pagca
and Harabagiu 2001). The first paragraph is
returned as the answer to the user’s question.

6 Results

To evaluate the iterative refinement of voice and
question processing, we measured the perfor-
mance of both the Q&A and the ASR systems.
To measure the performance of the Q&A sys-
tem we used the same evaluation methods as
those employed in TREC and used also the an-
swer keys that were provided by the TREC or-
ganizers. In TREC, for each question the per-
formance was computed by the reciprocal value
of the rank (RAR) of the highest-ranked correct
answer given by the system. Given that only the
first five answers were considered in the TREC
evaluations, if the RAR is defined as RAR =
#nki its value is 1 if the first answer is correct;



0.5 if the second answer was correct, but not
the first one; 0.33 when the correct answer was
on the third position; 0.25 if the fourth answer
was correct; 0.2 when the fifth answer was cor-
rect and 0 if none of the first five answers were
correct. The Mean Reciprocal Answer Rank
(MRAR) is used to compute the overall perfor-
mance of the Q&A system for all the n = 200
tested questions MRAR = %( ;erlzkl) Ta-
ble 1 shows the scores obtained when applying
only some of the iterations or different possi-
ble combinations of the iterations. We trained
the VAQA system on the 700 questions from
TREC-9 and tested them on the 200 questions
from TREC-8.

Filtering (F) only 0.124
Language Model (LM) only | 0.262
Interactive QA (IQA) only | 0.176

F+LM 0.406
F+IQA 0.312
LM4IQA 0.388
FFLMFIQA 0.474

Table 1: The Mean Reciprocal Answer Rank

(MRAR) of the VAQA System for 200 TREC-8
open-domain questions.

We also measured the Word Error Rate
(WER) of the ASR system after each iteration.
The results are listed in Table 2.

Filtering (F) only 28.4%
Language Model (LM) only | 17.5%
Interactive QA (IQA) only | 25.3%

F+LM 15.8%
F+IQA 22.4%
LM+IQA 12.6%
F4+LM+4IQA 11.3%

Table 2: Word Error Rate in the VAQA System
for 200 TREC-8 open-domain questions.

7 Conclusions

We believe that the performance of the voice-
activated Q&A depends mostly on the enhanced
language model and on the corrections enabled
by the interactive Q&A module. To train the
enhanced language model, the filtering compo-
nent was essential, as it allowed to discard mul-
tiple questions recognized incorrectly. The re-
sults of our experiments show that the inter-
actions enabled by our VAQA implementation
improve both the accuracy of spoken Q&A and
better the word error rate of the ASR.
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