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Abstract

This paper describes a dialog based QA system,
Dialog Navigator, which can answer questions
based on large text knowledge base. In real
world QA systems, vagueness of questions is a
big problem. Our system can navigates users to
the desired answers using the following meth-
ods: asking users back with dialog cards, and
description extraction of each retrieved text.
Another feature of the system is that it re-
trieves relevant texts precisely, using question
types, synonymous expression dictionary, and
modifier-head relations in Japanese sentences.

1 Introduction

The best way to study something is to ask an
expert. There are often gaps between what he
wants to know and the answer, in several as-
pects, such as concreteness, expression and as-
sumption. An expert can answer the question
by overcoming such gaps through the conversa-
tion with the questioner.

Huge amount of texts are available on the
world wide web these days, and an answer to
any question potentially exists somewhere on
the web. However, searching the web is far away
from the effectiveness of asking an expert. The
biggest problem is that machines cannot talk
with people to overcome the gaps.

In case of web search engines, an enormous
list of possibly relevant texts are returned, an-
noying users. In case of the QA track of TREC,
systems find an answer (passage of 50 or 250
bytes) among texts and return it to the ques-
tioner. This seems an attractive ability, but it
is assumed that questions are well specific. That
is, questions are so clear that the answer can be
found by one-step retrieval. However, in most
cases a user cannot express his/her question in
such a clear way.

We preliminarily examined the question logs
of the natural language based text retrieval sys-
tem! serviced by Microsoft Japan, and catego-
rized questions. The examination shows that
there are three major types of questions: symp-
tom, how and what. It also shows that about
25% of the user questions are vague. It indi-
cates that dialogs for clarifying questions are
strongly required.

This paper describes a dialog based QA sys-
tem, Dialog Navigator, which can answer ques-
tions based on large text knowledge base. The
features of our system are as follows:

e Precise text retrieval.
The system precisely retrieves relevant
texts using several methods. First, it
selects text collections by three question
type. Secondly, it resolves the expression
gaps between the question and texts using
synonymous expression dictionary. Then it
can detect plausible texts by giving larger
weights to matching of modifier-head rela-
tions such as “open — file”.
e User navigation.

When a user asks a vague question, the sys-
tem navigates him/her to the desired an-
swers, asking him/her back by the follow-
ing methods: dialog cards and description
extraction. Dialog cards are made for typ-
ical vague questions. If the user question
matches a card, the system asks him/her
back for clarifying the question, accord-
ing to the card. Description extraction is
done after text retrieval. The system ex-
tracts the neighborhood of the part which
matches the user question, because it is
usually important for asking back.

"http://www.microsoft.com/japan/enable/nlsearch/



Table 1: Text Collections.

# of # of matching
text collection | texts  characters target
Glossary 4,707 700,000 entries
Help texts 11,306 6,000,000 titles
Support KB 23,323 22,000,000 entire texts

Recycle Bin Settings Not Retained During
Windows 2000 Upgrade (Q240433)

The information in this article applies to:

e Microsoft Windows 2000, Advanced Server
e Microsoft Windows 2000, Professional
e Microsoft Windows 2000, Server

SYMPTOMS

After you upgrade to Windows 2000, from Microsoft Windows NT
4.0, Microsoft Windows 95, or Microsoft Windows 98, your settings
for the Recycle Bin may be different than they were before you
upgraded.

CAUSE
This issue can occur because the settings for the Recycle Bin are
not migrated during the upgrade.

RESOLUTION
To resolve this issue, right-click Recycle Bin, click Properties,
configure the settings you want, and then click OK.

MORE INFORMATION

The Recycle Bin settings for Windows 95 and Windows 98 are in
the registry. The Recycle Bin settings for Windows NT 4.0 are kept
on disk.

Figure 1: Microsoft Support KB (an English
version).

2 The Architecture of Dialog
Navigator

Dialog Navigator is a dialog based QA system
about Microsoft products. Table 1 shows the
text collections that Dialog Navigator uses and
their scales. Figure 1 shows an example of Mi-
crosoft Support KB (Knowledge Base).

The system consists of the following compo-
nents:

User Interface: Users access to the system via
a WWW browser. On the user interface,
dialogs between a user and the system is
displayed in the upper frame as shown in
Figure 2. After a user inputs a question
into the text box, the system asks him/her
back by showing choices in the lower frame.

Input Analyzer: The user question is trans-
formed into a dependency structure by a
robust parser, KNP (Kurohashi and Na-
gao, 1994), and question-pattern rules are
applied to extract the question type (symp-
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Figure 2: The user interface.

tom type, how type, or what type) and the
question content. If no rule is applied, no
type is extracted.

Japanese is head-final, then the end of a
sentence shows its question type. Hence
the longest matching of question pattern
rules from the end of the question can de-
tect the type in most cases. For example,
if the end of a question is ga dekimasen
deshita ‘I couldn’t - -, symptom type is ex-
tracted.

Text Retriever: It makes the user question
match texts, then it returns plausible texts
as answer candidates.

Description Extractor: It extracts the de-
scription of each answer candidate, elimi-
nating verbose portions of a sentence.

Dialog Manager: When the user inputs a
vague question, it asks him/her back by
showing choices using dialog cards.

3 Text Retriever

It is critical for a QA system to retrieve relevant
texts for a question precisely.

The text retriever calculates the score of each
text through the following processes. Finally,
it selects texts which have high scores as the
answer candidates.

3.1 Selection of text collections by
question types

As we have mentioned in Section 2, Input an-
alyzer extracts question types (symptom, how,
or what) of the user input. The text collections
can be also classified into those three types. It



Table 2: Selection of text collections by question
types.

question type
text collection what how symptom no type
Glossary what o

Help texts  how o o o
Support KB symptom o o o
how o o o
no type o o o o

seems that Glossary corresponds to what type,
Help texts to how type, and Support KB to how
or symptom type. Hence we can precisely select
texts by those types.

The text retriever selects texts according to
Table 2. For example, if how type is extracted
from a user question, Help texts and Support
KB (excluding symptom type) are selected.

3.2 Expression gap resolution by
synonymous expression dictionary

The expression gap between user questions and
texts is a big problem. In addition to synonyms,
there are a great deal of synonymous phrases
such as “boot a PC”, “boot a Windows”, and
“switch on”.

We made the synonymous expression dictio-
nary which contains such synonymous phrases.
The text retriever resolves the expression gap
between user questions and texts using the dic-
tionary.

3.2.1 Synonymous expression

dictionary

We analyzed question logs of the search en-
gine for Microsoft Support KB, then we made a
dictionary of frequent synonymous expressions.
Figure 3 shows a few entries of the dictionary.

As shown in Figure 3, the dictionary contains
both synonyms and synonymous phrases.

3.2.2 Synonymous expression database

As shown in Figure 3, the dictionary contains
recursive relations. Consider meru wo yomu
‘read a mail’. It contains two content words:
meru ‘mail’ and yomu ‘read’. meru has syn-
onyms such as meiru and e-mail. Also yomu
has synonyms such as yomikomu.

The system expands such recursive relations
as shown in Figure 4. All the synonymous ex-
pressions in the dictionary are registered with

[hassei]
hasset, okiru, okoru
‘occur’, ‘occur’, ‘occur’
[yomu]
yomu, yomikomu
‘read’, ‘read .. into’
[meru]
merw, meiru, e-mail
‘mail’, ‘mail’, ‘e-mail’
[meru wo yomuy]
mery wo yomu, mery wo jushin suru,
‘read a mail’, ‘receive a mail’,
message wo yomu, message wo jushin suru,
‘read a message’, ‘receive a message’,
[pasokon wo kidou sury]
pasokon wo kidou suru, Windows wo kidou suru,
‘boot a PC’, ‘boot a Windows’,
dengen wo ireru
‘switch on’

Figure 3: Synonymous expression dictionary.

[meru] [yomu]

e-mai |
e-mail’
yonu
read’ T read’
er u meiru e-mai |
‘mail’ ‘mail’ ‘e-mail’
jushin oni komt onm kom oni komt
I
receive’ read .. into) read .. into) read .. into)

Figure 4: Expansion of recursive relations.

the synonymous expression database, including
expanded expressions.

3.2.3 Extraction of synonymous
expressions

The text retriever makes both the question
and texts match the synonymous expression
database considering modifier-head relations,

synonymous expression database
Qutl ook wo tsukatte S
nNeru wo yonenai.
‘1 cannot read mails using Outlook.’ [tsukau]

tsukau )("shi you \fsukaer
use ( use )C use )

[meru]

Qut | ook
‘Outlook’

[yomu]

onu om kom
[meru wo yomu]
+ ‘mail’ ‘mail’ ‘
—oh cee
ltsukau], [mru], [yomu, Yreadt !reave

[meru wo yomu]

Figure 5: Making a user question match syn-
onymous expression database.



text sentence
Qutl ook de neiru wo jushin
suru sai no error.
‘An error while receiving mails
using Outlook.’

user question
Qutl ook wo tsukatte
neru wo yomenai .
‘I cannot read mails using Outlook.’

Qut ook
*Outlook'

+1

+
[meru wo yomu] error
5 sentence score 5
8 MMS 10
. 5 x5
normalized score = X0 _ 0.31

8 x 10

Figure 6: Score calculation.

then extracts synonymous expressions in them.

Figure 5 shows an example of a user question
matching with the database. In this case, four
synonymous expressions match: tsukau ‘use’,
mery ‘mail’; yomu ‘read’, and meru (wo) yomu
‘read a mail’.

The system extracts entries of matched ex-
pressions. In Figure 5, four entries [tsukaul
[meru] [yomu] [meru wo yomu] are extracted.
If a entry is extracted from both a text and a
user question, they match.

3.3 Indexing

To retrieve texts fast, we create an index of key-
words and entries of synonymous expressions in
advance.

The text retriever extracts keywords and en-
tries of synonymous expressions from the user
question, then looks up them in the inverted in-
dex. It selects texts which contain at least one
keyword or synonymous expression.

3.4 Score calculation

The score of each text is calculated as similarity
between the question and a sentence in the text.
We give large points to modifier-head relations
to improve precision of text retrieval.

First, scores of all sentences in a text are
calculated as shown in Figure 6. Sentence
score is the total points of matching keywords
and modifier-head relations both on the ques-
tion and on the sentence. We give 1 point to
a matching of a keyword, and 2 points to a
matching of a modifier-head relation. Those

Table 3: Parameters for selecting candidates for
a reply.

Text collection n t
Glossary 2 08
Help texts 5 0.3
Support KB 10 0.1
<UQ> of Dialog cards | 1 0.8

(Subsection 4.2)

which match as synonymous expressions are
also given same points. Then each sentence
score is normalized by the maximum matching
score (MMS) as follows (the MMS is the sen-
tence score with the same sentence):

sentence score sentence score
on a user question on a text sentence

(the MMS of a) o (the MMS of a)

user question text sentence

Finally, the sentence which has the largest
score in a text is selected as the representa-
tive sentence of the text. And the score of the
sentence is regarded as the score of the text.

3.5 Candidate selection for a reply

The text retriever selects several texts as the
candidates for a reply based on scores of texts
in each text collection.

It sorts texts in order of their scores, then
selects top n texts as the candidates. However,
texts which have scores less than ¢ are excluded.
Parameters n, t are set as shown in Table 3.

If the candidates are selected from more than
one collection, the system shows them to the
user in order of Glossary, Help texts, and Sup-
port KB.

4 User Navigation

In most cases, there are several kinds of gaps
between the user question and the answer. Con-
sider a vague question “An error has occurred”.
It matches many texts. If the system shows all
the texts at once, it is hard for a user to find a
relevant one for the problem he/she is coming
up with. There is a great demand for the ability
to navigate him/her to the desired answer, ask-
ing him/her back “When did the error occur?”,
“Which version of Windows are you using?”, or
“What kind of error message was displayed?”.



clarifying questions
v using dialog cards

Windows 98 de kidouji ni
error ga hassei shita.
‘An error has occurred
while booting Windows 98.’

text retrieval &
description extraction

text knowledge base

Figure 7: User Navigation.

User question: IE5 wo install suruto page ihan ga hassei shita.
‘After IE5 was installed, a page fault occurred .’

I E5 wo kidou shita saini
page i han ga hassei suru.

IE5 wo install go task schedul er wo
tsukau to page i hanga hassei suru.

‘A page fault occurs while launching IE5."

‘After IES isinstalled, apage fault occurs
when the task scheduler is used.’

idou shita saini
‘launch’

task schedul er wo tsukatta toki
‘when the task scheduler is used’

IE5 wo kidou shita sai
‘while launching IE5

() showsthat the keyword in it is also in the user question.

Figure 8: Description extraction of answer can-
didates.

The system navigates a user as shown in
Figure 7. If a user asks very vague question
such as Error ga hassei shita ‘An error has oc-
curred’, the system asks him/her back using di-
alog cards, until the user question is clarified.
After that, it retrieves relevant texts, and ex-
tracts descriptions of them.

4.1 Description extraction of answer
candidates

In most cases, the neighborhood of the part
which matches the user question describes spe-
cific symptoms and conditions of the problem
users often encounter. We developed a mod-
ule which extracts such descriptions from the
retrieved candidates.

The module extracts descriptions of answer

[Error]

<UQ> Error ga hassei suru
‘An error occurs’

<SYS> Error wa itsu hassei shimasuka?
‘When does the error occurs?’

< SELECT>

Windows kidou ji

‘while booting Windows’

in’satsu ji

‘while printing out’

application kidou ji

‘while launching applications’

goto [Error/Booting Windows]
goto [Error/Printing Out]

goto [Error/Launching Applications]

< /SELECT >

[Error/Booting Windows]
<UQ> Windows wo kidou ji ni error ga hassei suru
‘An error occurs while booting Windows’
<SYS> Anata ga otsukai no Windows wo erande kudasai.
‘Choose your Windows.’
< SELECT >
Windows 95 retrieve Windows 95 wo kidou ji ni error ga hassei suru
‘An error occurs while booting Windows 95’
Windows 98 retrieve Windows 98 wo kidou ji ni error ga hassei suru
‘An error occurs while booting Windows 98’
Windows ME retrieve Windows ME wo kidou ji ni error ga hasset suru
‘An error occurs while booting Windows ME’

< /SELECT>

Figure 9: Dialog cards.

candidates as shown in Figure 8. In this figure,
a user question matches two sentences of candi-
dates. Then each sentence is segmented into a
few parts based on several criteria. As a result,
each segmented part is a clause. Next, the mod-
ule deletes parts in which all keywords are also
in the user question. In the figure, one part in
the left sentence and two parts in the right sen-
tence are deleted. Finally, IE5 wo kidou shita
sat ‘while launching IE5’ and task scheduler wo
tsukatta toki ‘when the task scheduler is used’
are extracted as descriptions.

For Support KB, the description extractor ex-
tracts the description from the representative
sentence of each candidate. For Glossary and
Help texts, their titles themselves are good de-
scriptions, so the module is not used.

4.2 Dialog cards

If the user question is vague, it is too difficult
to detect matching parts with the user ques-
tion, then the description extraction often fails.
Moreover, such a question matches many texts,
so users have to pay their labor on finding a
relevant one.

We therefore made several dialog cards to
throw questions back to users. Figure 9 shows
two examples of dialog cards. <UQ> (User
Question) is followed by a typical vague user
question. If a user question matches it, the




S: goshitsumon wo douzo.
‘Please ask a question.’
U: Error ga hassei shita.
‘An error has occurred.’
S: Error wa itsu hassei shimasuka?
‘When does the error occurs?’
1. Windows kidou ji ‘while booting Windows’
2. insatsu ji ‘while printing out’

3. application kidou ji ‘while launching applications’
4. ..
U: Windows kidou ji
‘While booting Windows’
S: Anata ga otsukai no Windows wo erande kudasai.
‘Choose your Windows.’
1. Windows 95
2. Windows 98
3. Windows ME
4. .-
U: Windows 95
‘Windows 95’
S: Ika no genshou no izure ni ataru ka erande kudasai.
‘Choose your symptoms.’
1. “ ..” to iu error ga hassei suru
‘An error “...” occurs’
2. font no yomikomi ni kansuru error ga hassei shita
‘An error about reading fonts has occurred’
3. ..

Figure 10: A dialog using dialog cards.

dialog manager asks the back question after
<S8YS>, showing choices between <SELECT>
and </SELECT>. Every choice is followed by
goto or retrieve. goto means that the sys-
tem should follow the another dialog cards if
this choice is selected. retrieve means that
the system should retrieve texts using the fol-
lowing phrase.

Figure 10 shows a dialog between a user and
the system according to the cards in Figure 9.
First, a user asks “An error has occurred”, then
the system makes the question match <UQ>
parts of dialog cards through the processes de-
scribed in Subsection 3.2 ~ 3.5. It selects a
card which has score no less than 0.8, then the
[Error] card is selected. According to the card,
the system asks back when the error occurs,
showing choices. Then, he/she selects “while
booting Windows”, so control of the system
moves to the [Error/Booting Windows| card.
Then the system asks back again which Win-
dows he/she uses. Then, he/she selects “Win-
dows 95”7, therefore the system sends a query
“An error occurs while booting Windows 95”
to the text retriever. Finally, descriptions of
the retrieved candidates are extracted. In Fig-
ure 10, verbose parts are eliminated from 1st
and 2nd choices.

As the dialog shows, the system navigates
users both by using dialog cards and by extract-
ing descriptions.

5 Evaluation

Dialog navigator started its service on April
2002 at http://www.microsoft.com/japan/
navigator/. All conversation logs have been
stored as a dialog database.

We randomly selected some dialogs in the di-
alog database, then we segmented each dialogs
into task units manually. We call this unit a
session. As a result, we got 603 sessions. On
average, one session consists of 1.5 turns.

A subject evaluates these sessions based on
the following criteria.

Success: The system could return a satisfac-
tory answer. It means that the system re-
turned at least one relevant text.

Failure A: The system had no relevant texts,
and it answered that no relevant texts were
found.

Failure B: The system had no relevant texts,
but it returned some irrelevant texts.
Failure C: The system had relevant texts, but

it could not return any of them.

Miscellaneous: Out of the system domain.

Table 4 shows the results. The success ratio is
52%, excluding Miscellaneous. Meanwhile, from
the point of view of system evaluation, Failure
A is also regarded as the success. If Failure A
is regarded as the success, the success ratio is
66%.

The dialog cards were used in 12 of 313 ses-
sions (excluding Miscellaneous), and all of these
sessions are Success. Assuming all the 12 ses-
sions failed without dialog cards, the improve-
ment of the success ratio achieved by dialog
cards is +3.8% (12/313).

To evaluate the description extraction, we
randomly selected 100 user questions which
were replied with more than 5 candidates. Then
the descriptions of Support KB in top 5 candi-
dates were judged by a subject into three cat-
egories: Proper, Insufficient, and Verbose. 152
candidates from Glossary and Help texts were
excluded, because they were simply showed
with the titles. As a result, 348 (= 100x5—152)
descriptions were evaluated.

Table 5 shows the results. 61% of the ex-
tracted descriptions were proper. Assuming
all the descriptions (titles) of Glossary and
Help texts were proper, 73% of the descriptions
would have been proper.



Table 4: Evaluation of dialog sessions.

evaluation | # of sessions

Success 162 ( 52% / 27%
Failure A 4 (14% | ™%
Failure B 54 (17% / 9%
Failure C 53

subtotal 313
Miscellaneous | 290
total 603

100% / 52%

)
)
)
17% /[  9%)
)
)
)

|~~~

—— ] 100%

Table 5: Evaluation of the description extrac-
tion.

evaluation # of candidates
Proper 213 (61%)

Insufficient 27 (8%)
Verbose 108 (31%)
total 348(100%)

6 Related Works

The most serious problem for QA systems is
the amount of knowledge. It is obvious that
without sufficient knowledge a system cannot
reply satisfactory answers.

Another serious problem is that user ques-
tions are not always complete. To solve the
problem, the system have to be able to answer
the user back. In other words, a dialog between
a user and a system is required.

Classical QA systems such as UC (Wilen-
sky et al., 1984) were capable of asking back.
But they utilized formal languages to represent
knowledge, which requires the heavy cost of con-
struction and maintenance and makes the scal-
ing up quite difficult.

In contrast, along with the improvement of
NLP, research activities which utilize natural
language text as a knowledge base become pop-
ular, such as FAQ Finder (Hammond et al.,
1995) and the systems of TREC-9 QA Track
(NIST and DARPA, 2001) (Harabagiu et al.,
2001). These systems, however, basically pro-
duce one time response, and do not have a dia-
log with users.

Dialog Helpsystem of CIMS, Kyoto Univer-
sity (Kurohashi and Higasa, 2000) realized basic
dialogs based on flexible matching of user ques-
tions with natural language knowledge base.
The main difference between our system and

their system is the scale of knowledge. The
knowledge base of their system was constructed
for it manually, then it needs some cost. Our
system utilizes existing knowledge base, resolv-
ing expression gaps between user questions and
knowledge base using the synonymous expres-
sion dictionary. The dictionary is constructed
universally, therefore we will need little cost to
utilize large knowledge base.

7 Conclusion

This paper described a dialog based QA system
which utilizes large text knowledge base. We
evaluated the system, then we concluded that
66% of the sessions were successful and that
73% of the descriptions of candidates will be
helpful for users. We also estimated that the
improvement of the success ratio achieved by
dialog cards was +3.8%.
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