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Abstract

This paper addresses the problem of automat-
ically selecting the best among outputs from
multiple machine translation (MT) systems.
Existing approaches select the output assigned
the highest score according to a target language
model. In some cases, the existing approaches
do not work well. This paper proposes two
methods to improve performance. The first
method is based on a multiple comparison test
and checks whether a score from language and
translation models is significantly higher than
the others. The second method is based on
probability that a translation is not inferior to
the others, which is predicted from the above
scores. Experimental results show that the pro-
posed methods achieve an improvement of 2 to
6 % in performance.

1 Introduction

This paper addresses the challenging problem
of automatically selecting the best among out-
puts from multiple machine translation (MT)
systems (Figure 1). In combinations of multi-
ple MT systems, some component MT systems
can translate a source sentence well while others
cannot well. In such a case, correct selection of
the best can obviously boost performance.
ATR has been developing such multiple MT
systems, including three Japanese-to-English
(J-E) MT systems: TDMT (Furuse and lida,
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Figure 1: The selection system.

1996), D3 (Sumita, 2001), and SMT (Watanabe
et al., 2002), and three English-to-Japanese (E-
J) MT systems: TDMT (Furuse and Tida, 1996),
HPAT (Imamura, 2002), and SMT (Watanabe
et al., 2002). In order to evaluate each MT sys-
tem, the MT outputs were manually assigned
one of four ranks', A, B, C, and D, by na-
tive speakers of the target language. The ideal
selection for J-E MT systems is the highest-
ranked outputs from the three J-E MT systems:
TDMT, D3, and SMT. The ideal selection for
E-J MT systems is the highest-ranked outputs
from the three E-J MT systems: TDMT, HPAT,
and SMT.

Figure 2 shows the individual performances
of the three J-E MT systems and the ideal se-
lection system derived from their combination.
Figure 3 shows the individual performances of
the three E-J MT systems and the ideal se-
lection system derived from their combination.
The left-hand group of bars indicates the ra-

!The four ranks are defined as follows: (A) Perfect:
no problem in either information or grammar; (B) Fair:
easy to understand, with either some unimportant in-
formation missing or flawed grammar; (C) Acceptable:
broken, but understandable with effort; (D) Nonsense:
important information has been translated incorrectly.
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Figure 2: Performance of the ideal selection sys-
tem for Japanese-to-English MT outputs.



tio of the number of sentences ranked as A to
the total number of sentences translated by each
MT system (hereafter, performance for Rank
A). The middle group of bars indicates the ratio
of the number of sentences ranked as A or B to
the total number of sentences translated by each
MT system (hereafter, performance for Rank
A+B). The right-hand group of bars indicates
the ratio of the number of sentences ranked as
A, B, or C to the total number of sentences
translated by each MT system (hereafter, per-
formance for Rank A+B+C). The black bars
indicate the performance of the ideal selection
system. As Figures 2 and 3 show, the perfor-
mance of the ideal J-E and E-J selection system
is much better than that of each component MT
system.

Conventional approaches to the selection
problem include methods (Callison-Burch and
Flournoy, 2001; Kaki et al., 1999) that auto-
matically select the output assigned the highest
probability P(t) (hereafter, LM-score), accord-
ing to a language model (LM) for the trans-
lation target language. As a preliminary ex-
periment, the authors applied this LM-score to
selecting the best among the outputs from the
three J-E MT systems. In order to make a com-
parison, the authors also used a score based on
a translation model (TM) called IBM4 (Brown
et al., 1993) (hereafter, TM-score) and a score
based on the product of the TM-score and the
LM-score (hereafter, TMx*LM-score) to select
the best output. Table 1 shows the results of
this preliminary experiment. The floating num-
ber indicates the difference between the per-
formance for Rank A of each selection system
and that of D3 (the best MT system, i.e., with
the highest performance for Rank A). The LM-
score and TM-score based selections did not
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Figure 3: Performance of the ideal selection sys-
tem for English-to-Japanese MT outputs.

Table 1: Difference in performance for Rank A
between each selection system and D3.
Scoring method | TMxLM | TM | LM

Difference

in performance 4.1 -1.5 | -0.5

boost/improve the performance for Rank A,
whereas the TM«+LM-score did. The prelimi-
nary experiment appears to indicate that the
TMx«LM-score works better than the LM-score
in selecting the best output.

As can be easily guessed, the scores from lan-
guage model, translation model, or both models
combined has two problems. The first problem
is that TMx*LM-score, TM-score, and LM-score
are statistical variables. Even in the case that
TM and LM are trained on a corpus of the same
size, changing the training corpus also changes
the TM-score, the LM-score, and the TM*LM-
score. Figure 4 shows this phenomenon. In the
figure, TRN1, TRN2, and TRN3 correspond,
respectively, to (2), (3), and (4) below, which
are translations of (1) by different J-E MT sys-
tems.

(1) ¢ Konputa-no shisutemu enjinia desu
I-suBJ computer-of system  engineer am

“I’'m a computer engineer.”
(2) T'm a computer systems engineer. (TRN1)
(3) T'm a computer salesman. (TRN2)
(4) Tt’s computer. (TRN3)

LM and TM were trained in ten ways on train-
ing sets, which were subsets of ATR broad-
coverage bilingual basic expression (BE) corpus
(Takezawa et al., 2002), according to ten-fold
cross validation (Mitchell, 1997). For eachi (i =
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Figure 4: The same translation can be scored
differently by TMx+LM-score.



Table 2: The 2 x 2 confusion matrices for three J-E MT systems: J-E TDMT, D3 and J-E SMT:
Each matrix shows agreement and disagreement between the ideal selection and the score-based
selection using the TM«+LM-score. 1 and 0 indicates “selected” and “not selected”, respectively.

TMx*LM-Score-Based Selection
Ideal TDMT D3 SMT
Selection I | 0O 1 1 0 I 10
1 22.7 | 44.5 || 37.3 | 23.7 31.4 5.9
0 1.0 | 31.8 7.1 32.0 | 36.7 | 26.5

1, 2, 3), TRNi is scored in ten ways by TM*LM-
score. Some TMxLM-scores place TRNi (i = 1,
2, 3) in a different order. Even if a huge corpus
is prepared to train a good TM and LM, this
phenomenon remains.

In order to solve this first problem, this paper
propose a statistical-test-based selection sys-
tem. Here, the statistical test used is a multi-
ple comparison test based on the Kruskal-Wallis
test (Hochberg and Tamhane, 1983). The pro-
posed method checks whether the highest score
is significantly different from the others.

The second problem is that the translations
with the highest TMx*xLM-score tend to differ
from those ranked highest by human evalua-
tors. Table 2 shows this phenomenon. The
Table consists of three 2 x 2 confusion matri-
ces for three J-E MT systems: J-E TDMT, D3,
and J-E SMT. Each matrix shows agreement
and disagreement between the ideal selection
by a human evaluator and the selection by the
TMxLM-score. The (1,1)-element and the (0,0)-
element indicate the percentage of agreement,
and the (1,0)-element and the (0,1)-element in-
dicate the percentage of disagreement. In the
confusion matrix for J-E SMT, the number in
the (1,0)-element is larger than that in the (0,1)-
element. This means that the TMxLM-score
tends to give the highest score to the transla-
tion from J-E SMT when it is not the transla-
tion assigned the best rank. On the other hand,
in the confusion matrices for J-E TDMT and
D3, the number in the (0,1)-element is larger
than that in the (1,0)-element. This means that
the TMx*xLM-score tends not to give the highest
score to the translation from the MT systems,
except for J-E SMT, even if that translation is
assigned the best rank.

To solve this second problem, this paper pro-
poses a selection system based on the condi-
tional probability that a translation is not in-
ferior to the other translations when the trans-
lation encoded by using the TMxLM-score,
the TM-score, or the LM-score, satisfies some

conditions. For each MT system, the condi-
tional probability is learned as a regression tree
(Chambers and Hastie, 1992; Breiman et al.,
1984) from the vector-encoding of the transla-
tions labeled as “not inferior” or “inferior”.

The next section presents our two proposed
methods. Experimental results are shown and
discussed in Section 3. Finally, our conclusions
are presented in Section 4.

2 Proposed Method
2.1 Proposed Method (1)

To solve the first problem described in Section 1,
this Subsection proposes a method that selects
the translation according to whether the scores
of outputs from each MT system significantly
differ from each other.

In order to detect a significant difference,
the proposed method first prepares multiple
subsets of the full parallel corpus according
to k-fold cross validation (Mitchell, 1997) and
trains both TM and LM on each subset. For
example, the full parallel corpus C is di-
vided into ten subsets V; (i = 0, 1, ---, 9).
For each i (i = 0, 1, ---, 9), the proposed
method trains a translation model TM; on
C; (= C — V;) and a language model LM; on
the target-language part of C; (Figure 5).

Hereafter, let L;(t) denote Tri-gram statistics
of a translation ¢ by using LM;. Also, let T;(s, t)
denote Y5 P(s,alt), where s is a translation
source sentence, t is a translation target sen-
tence, and S is the alignment set? (Brown et

*Note that the definition of S is changed depending

Parallel corpus

C
10-fold Cross Validation

-----

Figure 5: The method to train multiple pairs of
LM and TM.




al., 1993) that includes the best alignment, the
neighboring alignments, and the pegged align-
ments.

The proposed method scores each output
in k£ ways. In the example, as shown in
Figure 6, the proposed method scores trans-
lation f, from translation system M7, in
ten ways, Lo(tq), L1(tq), -+, Lg(ts), when
translations are scored by using a lan-
guage model of the translation target lan-
guage (Figure 6). On the other hand,
the proposed method scores translation i,
In ten ways, T()(S,ta), Tl(S,ta),"', T9(Sata),
when the translations are scored by us-
ing a translation model. Whereas, the
proposed method scores translation %, in
ten ways, To(s,tq) * Lo(te), Ti(s,ta) * L1(ta),
-+, Ty(s,tq) * Ly(ts), when the translations are
scored by using the products of the scores of a
language model and a translation model.

Then the proposed method compares
the means of the scores. In the example
(Figure 6), 32 Li(ta)/10, 339 Li(ts)/10,

and Y9, Li(t.)/10 are compared when
the translations are scored by wusing a
language model of the translation target.
S0 Tils,1a) /10, 32ioTi(s,1)/10,  and
> o Ti(s,t.)/10 are compared when the
translations are scored by using a trans-
lation model. S o Ti(s,ta) * Li(ta) /10,
0o Ti(s, t) * Li(ty) /10, and
S0 o Ti(s,t.) * Li(t.) /10 are compared when
the translations are scored by using the prod-
ucts of the scores of a language model and a
translation model.

The proposed method checks whether the
highest mean is significantly different from the

on the TM-training algorithms used.

Q:Which pair of averages of scores significantly different?
A:Apply Multiple Comparison Test based on Kruskal-Wallis Test (#)

%:Lanslation of s by MTa [ Ls(ta) : probability of taon LMs |
_ Lo(ta) : probability of taon LMs |
(s.ta % (Lo(ta), L1(ta),..., Lo(ta)) }
: #

(s,to) (Lo(tb), L1(tb),..., Lo(to))

(Lo(te), La(te),..., Le(te))

[ To(ta) : probability of taon TMe |
_ To(ta) : probability of taon TMs |

(s.ta) % (To(s ta), Ti(s,ta),..., To(s,ta))
(s.t0) ! / (To(s.to), T1(s,to),..., Ta(stb)) > #
' (To(s,te), T1(s te),..., To(s,tc))
(s,ta)§ TMo. LMo[ "3 (To(s ta)*Lo(ta),..., To(sta)*Ls(ta)) }
#

(s:to) \ TIMLLMI” /1 o to)*Lo(to), .., To(s,tb)"Lo(tb))
(s:te) (To(s,te)*Lo(te),..., To(s,t)"La(tc))
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Figure 6: Preparation for multiple comparison
test based on Kruskal-Wallis test.

others by using a multiple comparison test? with
the Kruskal-Wallis test?, which is known as a
Tukey-Kramer-type modification of the Dunn
test (Hochberg and Tamhane, 1983).  If the
highest mean is significantly different, the pro-
posed method selects the translation with the
highest score. If not, the proposed method se-
lects from among the translations whose scores
are not significantly different from the highest
score the translation from the MT whose per-
formance is the best.

2.2 Proposed Method (2)

To solve the second problem described in Sec-
tion 1, this Subsection proposes a selection sys-
tem based on the conditional probability that
a translation is not inferior to other transla-
tions when the translation encoded by using the
TMx*LM-score, the TM-score, or the LM-score
satisfies some conditions. For each MT system,
the conditional probability is learned as a re-
gression tree from the vector-encoding of the
translations labeled as “not inferior” or “infe-
rior”, which is the criterion variable.

In order to learn the conditional probability
mentioned above, translations from the com-
ponent translation systems, MT,, MT,, and
MT,, are ranked by human evaluators in ad-
vance (Figure 7). Let r, denote the rank as-
signed to translation t, from MT system MT,.
Also, let rpes¢ denote the best rank among r,, 74,

3Tt is well known that repeating a simple t-test mul-
tiple times increases the chance of incorrectly finding a
significant difference. Multiple comparison is designed
to avoid such a phenomenon.

“The Kruskal-Wallis test is a non-parametric one-way
Analysis of Variance (ANOVA). This test does not as-
sume the data distribution.

(S,:a,ra)ﬁ ra is the rank assigned
E:tb{b)) to ta by human evaluator
,Le,lc
roest= the best rank among ra, rb, and rc
Ri(t) ={ 1 if ri=roest
0 others

(s,ta,ra) - [] T'VT"\'ZM (T(s,ta)* L(ta), T(s,ta), L(ta), Ra(ta))
(s,to,ro) - LM (T(s,to)* L(tb), T(s,tb), L(to), Ro(tp))
(s,te,re) R (T(s,tc)* L(tc), T(s,tc), L(tc), Re(te))

* RT L

{(T(s.ta)" L(ta), T(s:ta), L(ta). R(ta))...} ~with pruming or shrinking” R 12
RT Learner

with pruning or shrinking

{(T(s,tb)* L(tv), T(s,to), L(tb), R(tv)),...} RTb

RT Learner

{(T(s.t0)" L(te), T(site), L(te), R(te))....} —poRTLeamer ooy o

Figure 7: Preparation for regression tree learn-
ing.



and r.. Let R;(t;) be defined as follows: R;(t;)
is equal to 1 if r; = rpes; otherwise R;(t;) is
equal to 0. Therefore when R, (t,) is equal to 1,
the transaction %, is superior to or as good as
the other translations.

The proposed method trains a translation
model T'M on the full parallel corpus C' and a
language model LM on the translation-target-
language part of C' (Figure 7).

Hereafter, let L(t) denote Tri-gram statistics
of a translation ¢ by using LM. Also, let T'(s, )
denote )" ,cs P(s,alt), where s is a translation
source sentence, t is a translation target sen-
tence, and S is the alignment set (Brown et al.,
1993).

Next, the proposed method encodes three
vectors (S, tq,7q), (8, ty, Tp), and (s, te, T¢)
(Figure 7) into three score-vectors with
non—inferiority or inferiority, respectively:
(T(s,ta) * L(ta), T(s,ta), Lita), Ralta)),

(T(S tp) * L(ty), T'(s, tb) L(ty), Ra(ts)), and
(T'(s,te) * L(te), T(s,te), L(te), Re(te))-

For each MT; (i =a, b, or c),
the proposed method learns from
{(T(S7ti) * L(ti)a T(tia 5)7 L(ti)a Ra(ti)) s.t.
t; is a translation of s by MT system MT;}
the conditional probability, which is expressed
by the regression tree (Chambers and Hastie,
1992; Breiman et al., 1984) RT; (Figure 7).
Regression tree (RT) learner is known as recur-
sive binary partitioning. In growing a tree, an
RT learner recursively splits the training data
in each node so as to reduce variance within
partitions as much as possible.

In general, the learned RT over-fits the train-
ing data. As post-processing, the learned RT
is simplified by using two procedures: prun-
ing and shrinking (Chambers and Hastie, 1992;
Breiman et al., 1984). Pruning successively
snips off the least important splits. The Im-
portance of a rooted subtree is determined by
the cost-complexity measure, Dy (T") = D(T")+
k x size(T"), where D(T") denotes the deviance
of the subtree T”, size(T") is the number of ter-
minal nodes of T”, and k is a cost-complexity
parameter. Shrinking reduces the num-

Q: Which translation is selected?
A: The translation with the maximal score (#)

(s)ta) TM. LM (T(s,ta)* L(ta), T(s,ta), L(ta) )M—' Ua
(s,tb)}E ™ }—E(T(stb) L(ts), T(sto), L(to)) »ub}#
(s.to) LM (T(s.te)* L{te), T(ste), L(te) ~{ RTe e

Figure 8: The method to select a translation by
using learned regression tree.

ber of effective nodes by shrinking the fitted
value of each node towards its parent node.
Shrunken fitted values, for a shrinking parame-
ter k, are computed according to the recursion,
g(node) = k * g(node) + (1 — k) * y(parent),
where g(node) denotes the usual fitted value for
a node, y(parent) is the shrunken fitted value
for the node’s parent, and k is a shrinking pa-
rameter such that 0 < £ < 1. The param-
eter k in each of the two procedures is fixed
so as to minimize cross-validation estimates of
the deviance. Therefore, after growing each
RT; (i = a, b, or c), the proposed method per-
forms one of the simplified procedures of prun-
ing and shrinking.

In the selection phase, the proposed method
encodes three pair of a source sentence and its
translation, (s,%,), (s,%), and (s,t.) into three
vectors (T'(syta) * L(ta), T(s,ta), L(ta)),
(T(syto) * L(ts), T(s,tp), L(tp)), and
(T(sytc) * L(te), T(s,tc), L(tc)), respectively
(Figure 8).

The proposed method predicts the condi-
tional probability that each ¢; (i=a, b, or ¢) is
not inferior to the others by using RT; and se-
lects® the translation with the highest condi-
tional probability.

3 Experimental Comparison
3.1 Experimental Method

The authors evaluated the proposed methods in
order to answer the following question: Which
selection system improves performance best in
comparison with that of the best MT system i.e.
the MT systems with the highest performance
as shown in Figures 2 and 37

In order to answer the above question, the au-
thors used a set of three J-E component MT sys-
tems (TDMT, D3, and SMT) and a set of three
E-J component MT systems (TDMT, HPAT,
and SMT). Bilingual English and Japanese data
were from ATR broad-coverage bilingual basic
expression (BE) corpus (Takezawa et al., 2002),
which is split into three parts: a training set
of 125,537 sentence pairs, a verification set of
9,872 pairs, and a test set of 10,023 pairs.

The full corpus C' in training translation tar-
get language model and translation model is the
training set. Ten subsets of the full corpus were

SPreparing multiple RTs for each component MT sys-
tem enables the second method to be extended so as to
select the best output according to the multiple compar-
ison.



used for the first proposed method. The trans-
lation model and language model are learned by
using GIZA++ (Och and Ney, 2000) and the
CMU-Cambridge Toolkit (Clarkson and Rosen-
feld, 1997), respectively. The translation model
is learned from IBM 1 to 4, including the HMM
model, as suggested by Och and Ney (2000),
and its training loop was terminated when the
perplexity for the validation set indicated the
lowest scores. The word classes used in TM
learning are the part-of-speech (POS) classes in
TDMT. The P-value used for the multiple com-
parison test is 0.05.

Four sets of about five hundred pairs of En-
glish and Japanese sentences were randomly se-
lected from the test set. The English sentences
in the four sets were translated by the E-J com-
ponent MT systems and ranked by a native
speaker of Japanese; likewise the Japanese sen-
tences in the four sets were translated by the J-E
component MT systems and ranked by a native
speaker of English. Each performance was cal-
culated as the average of the performance over
the four sets. In particular, the performance of
the second proposed method is calculated ac-
cording to four-fold cross validation (Mitchell,
1997).

3.2 Experimental Results

In order to evaluate the point mentioned at
the beginning of Section 3.1, the authors com-
pared the performance of each selection system
with that of the best MT system. As shown in
Figure 2, among the J-E component MT sys-
tems, D3 had the best performance for Rank
A, and TDMT had the best performance for
both Rank A+B (equal to or better than B) and
Rank A+B+C (equal to or better than C). As
shown in Figure 3, among the E-J component
MT systems, TDMT had the best performance
for Rank A, Rank A+B, and Rank A+B+C.
Figures 9, 10, and 11 show the results of the
comparisons. The vertical axis in each figure
shows the difference in the performances.

Each bar corresponds to a selection system.
The first three bars in left-to-right order cor-
respond to TM=+LM-score-based selection, TM-
score-based selection, and LM-score-based se-
lection, which were used in the preliminary ex-
periment described in Section 1. The next
three bars correspond to the first proposed
method based on TM*LM-score, TM-score, and
LM-score. The next three bars correspond to
the second proposed method in which predic-

tor variables are restricted to TMxLM-score, to
both TM*LM-score and TM-score, to all scores,
LM«*TM-score, TM-score, and TM=«LM-score.
In these selection methods, the regression trees
are simplified by using the shrinking procedure.
The last three bars also correspond to the sec-
ond proposed method, but in these selection
methods, the regression trees are simplified by
using the pruning procedure. Accuracy means
the percentage of correctly selecting the output
assigned the highest rank in all trials.

Figure 9 shows that the first proposed system
based on TM=xLM-score achieved the greatest
improvement of a little under 6%, in the perfor-
mance for Rank A. On the other hand, the exist-
ing selection system simply using the LM-score
(language model of the translation target) could
not improve and even degraded performance for
Rank A.

Figure 10 shows that the second proposed sys-
tem with the pruning procedure based on both
TMx*LM-score and TM-score (marked RT12-
PRN in the graph) achieved the greatest im-
provement of about 5%, for Rank A+B (equal
to or higher than B). On the other hand, Fig-
ure 10 shows that the existing selection system
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Figure 9: Difference in performance between
each selection system and D3.
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Figure 10: Difference in performance between
each selection system and J-E TDMT.



simply using the LM-score had the worst per-
formance for Rank A+B, with a degradation of
6%.

Figure 11 shows that the second proposed sys-
tems, with either the pruning procedure or the
shrinking procedure, based on only TMxLM-
score, on both TM«LM-score and TM-score, or
on all scores achieved an improvement of about
2% for rank A in all cases. Figure 11 also
shows that the second proposed system with the
shrinking procedure based on all scores (marked
RT123-SHR in the graph) achieved an improve-
ment of a little more than 2% for Rank A+B.

4 Conclusions

This paper addressed the challenging problem of
automatically selecting the best among outputs
from multiple MT systems to improve transla-
tion quality. This paper proposed two methods.
The first method is based on a multiple com-
parison test based on the Kruskal-Wallis test
and checks whether the highest score from the
language model, the translation model, or both
models combined is significantly different from
the others. The second method is based on con-
ditional probability that a translation is not in-
ferior to the others when the translation satisfies
some conditions. The conditional probability is
predicted by a regression tree learned from the
above scores. The proposed methods were eval-
uated using an ATR travel corpus. Experimen-
tal results showed that the performance of the
proposed methods is much better than that of
the existing methods and achieved the improve-
ment of 2 to 6 % in performance.
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