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Abstract

A severe problem for NLP applications dealing
with multilingual language resources is the ac-
quisition of knowledge that is obligatory in one
language but not explicitly expressed in another
language. In this paper, we focus on numeral
classifiers, which are required in languages like
Japanese but are usually not explicitly used in
languages like English, which don’t have such a
classifier system.

We propose a uniform method to assign the
numeral classifiers of languages that have a nu-
meral classifier system to the numerals of non-
classifier languages. The omitted classifier in-
formation is extracted from a bilingual corpus
based on phrasal correspondences in the con-
texts of the respective sentences.

1 Introduction

Various NLP applications, such as machine
translation, are confronted with the need to ac-
quire knowledge that is obligatory in one lan-
guage but not explicitly expressed in another
language. However, based on the assumption
that the word sequences of bilingual sentences
have the same semantic information, knowledge
of specific features of one language that do not
exist in the other language can be extracted
from phrasal correspondences.

In this paper, we focus on numeral classi-
fiers (cf. Section 2), which are required in lan-
guages like Japanese to categorize the objects
that speakers count or quantify but are usually
not explicitly used in languages like English,
which don’t have such a classifier system. In
the case of a machine translation application,
knowledge of omitted classifier information has
to be recovered when translating into languages
with numeral classifier systems.

Our corpus-based method extracts the omit-
ted classifier information from corresponding

phrases of bilingual samples similar to the input.
First, we retrieve bilingual sentence pairs from
the training corpus by performing a dynamic
programming match between the input sentence
and training sentences of the same language. In
the second step, a phrase alignment method is
applied to the selected bilingual sentence pairs
in order to identify corresponding phrases (cf.
Section 4). The aligned phrasal knowledge of
numeral classifiers is then reused to generate
numeral classifiers corresponding to numeral ex-
pressions of the non-classifier language as de-
scribed in Section 5.

2 Numeral Classifier

Numeral classifiers are components of a gram-
matical system that reflects how speakers cate-
gorize objects that they count or quantify. They
form a group of morphemes that usually oc-
cur adjacent to quantity expressions that in-
clude numbers. Around 37 East and Southeast
Asian languages have numeral classifier systems
(Adams and Conklin, 1973).

Japanese, for example, has more than 150
different numeral classifiers, but only 30-80 are
found in daily use (Downing, 1996). Japanese
classifiers (josushi) are a subclass of nouns and
can postfix to numerals and quantificational
nouns, such as su (some) or nani (what), to
form a noun phrase. They cannot form gram-
matical noun phrases on their own.

However, in languages without such a classi-
fier system, like English, numerals can directly
modify countable nouns or can even be used
anaphorically, i.e. without any quantified noun.
Uncountable nouns have to be reclassified as
countable ones or embedded in a partitive con-
struction (Quirk et al., 1985).

Although similar patterns for languages with
classifier systems have been reported in (Croft,
1994), classifiers, their relationship to nouns,



and their realization (i.e. the syntactic posi-
tion of numeral classifier phrases within the sen-
tence), are language-dependent. The selection
of numeral classifiers is determined by the in-
herent semantic properties of the noun whose
quantity is being specified in the context of the
respective utterance.

Concerning the realization of quantifier con-
structions, (Asahioka et al., 1990) distinguishes

the types given in Table 1 for Japanese'.

Table 1: Japanese Quantifier Constructions

Type Form
prenominal  XC “no” Nm
appositive N XC m

floating N m XC
partitive N “no” XC m
attributive XC N m
anaphoric  XC m
predicative N “wa” XC “da”

Therefore, the generation of numeral classi-
fiers requires not only the selection of an appro-
priate classifier but also its type for its realiza-
tion within the context of the sentence.

3 Related Research

Previous work in numeral classifiers focused
mainly on the syntactic, semantic and func-
tional aspects of numeral classifier systems
within a particular language (Downing, 1996).
Less research has been conducted on the gener-
ation of numeral classifier phrases.

(Sornlertlamvanich et al., 1994) proposed an
algorithm for generating numeral classifiers in
Thai that uses default classifiers associated with
each noun defined in a lexicon. However, no
evaluation results have been published.

(Bond and Paik, 2000) reuses semantic classes
from an ontology for the generation of Japanese
numeral classifiers. Their algorithm associated
classifiers with semantic classes and used in-
heritance to dynamically select the classifier of
a noun according to its most typical semantic
class. They evaluated their algorithm using 90
noun phrases modified by sortal classifiers and
achieved an accuracy of 81%. The upper bound-
ary of their method was given as 88%.

(Bond et al., 1996) used bilingual information
for the translation of Japanese numeral classi-

'X - numeral, C - classifier, N - quantified noun, m -
case marker

fiers into English. Their analysis of prenominal
classifiers is based on the characteristics of, and
the differences between, Japanese and English,
i.e. restrictions on countability and number of
the embedded English noun phrase in a par-
titive construction. Although their rule-based
approach was implemented in a Japanese-to-
English machine translation system, no evalua-
tion results of its accuracy have been presented.

In our approach, the information required for
the generation of numeral classifiers is extracted
automatically from a corpus using phrase align-
ment between bilingual sentence pairs. This
provides a uniform approach for various nu-
meral classifier constructions.

4 Phrase Alignment

The term phrase alignment refers to the ex-
traction of equivalent partial word sequences
between bilingual sentences. Not only sin-
gle words but also more complex grammati-
cal constituents like noun or verb phrases can
be aligned based on the syntactic structure of
each sentence. Equivalent phrases indicate cor-
responding expressions between two languages.
Based on the assumption that the word se-
quences of bilingual sentences have the same
semantic information, knowledge of specific fea-
tures of one language that do not exist in the
other language can be extracted from these
phrasal alignments.

Various phrase alignment methods have been
proposed, such as (Kaji et al., 1992), (Mat-
sumoto et al., 1993), (Kitamura and Mat-
sumoto, 1995), (Meyers et al., 1996), (Ya-
mamoto and Matsumoto, 2000), (Imamura,

2001), and (Richardson et al., 2001).

An example of a phrase alignment between
bilingual sentences is given in Figure 1. The
circled words and connecting lines mark word
alignments. Based on these restrictions, both
sentence structures can be compared, and
equivalent phrases can be extracted. The equiv-
alent phrases (1)NP and (3)NP of our exam-
ple align the English numerals to the corre-
sponding Japanese numeral classifier expres-
sions. Therefore, we can interpret the English
phrase “at eight” as a time expression (“X ji¥
“X o’clock”) and “two” as the number of people
of the reservation (“X ri” ¢ “X person(s)”).
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Figure 1: Phrase Alignment

5 Generation of Numeral Classifier

In our experiments described in Section 6,
we used English as a representative of lan-
guages without a numeral classifier system and
Japanese as a representative of numeral classi-

fier languages.
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Corpus l
Numeral
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Figure 2: Configuration

The proposed method illustrated in Figure 2
takes an English utterance, containing numer-
als without a quantified noun, as the input and
outputs information (classifier word and real-
ization type) required for the generation of the
corresponding Japanese numeral classifier.

Our resources are (1) a bilingual corpus, in
which sentences are aligned beforehand, (2) the-
sauri of both languages, which are used in aiding
word alignment and incorporating the semantic
distance between words, and (3) the tagger and
parsers of the alignment module.

5.1

Given an input sentence containing numerals,
we retrieve the most similar examples in the

Sentence-Retrieval

training corpus by utilizing the method pro-
posed in (Sumita, 2001). This method carries
out DP-matching of the input sentence and ex-
ample sentences while measuring the semantic
distance of the words. The source parts of all ex-
ample sentences in the bilingual corpus are ex-
amined. By measuring the distance between the
word sequences of the input and example sen-
tences, it retrieves the examples with the mini-
mum distance, provided the distance is smaller
than the given threshold. Otherwise, the re-
trieval step fails with no output. The distance
is calculated by a standard dynamic program-
ming technique (Cormen et al., 1996) as

I+D+2+% %
Linput + Lexample

dist =

(1)

The counts of the Insertion (I), Deletion (D),
and Substitution () operations are summed
up, and the total is normalized by the sum
of the length of the source (Linput) and exam-
ple sequences (Lepampic). Substitution consid-
ers the semantic distance between two substi-
tuted words and is defined as the division of K,
the level of the least common abstraction in the
thesaurus of two words, by N, the height of the
thesaurus (Sumita and Iida, 1991).

5.2 Numeral Phrase Alignment

In order to identify Japanese numeral classi-
fiers corresponding to numeral expressions of
the matched English utterances, the equiva-
lent Japanese utterances of the training corpus
are extracted, and each of the bilingual lan-



guage pairs is aligned by utilizing the hierar-
chical phrase alignment algorithm proposed in
(Imamura, 2001).

This method aligns bilingual texts phrase-by-
phrase from partial parse results as illustrated
in Figure 1. First, both sentences are analyzed
morphologically and parsed using a chart parser
resulting in (possibly partial) sentence struc-
tures. In the second step, links between single
words are established. Finally, corresponding
phrases are identified according to the similarity
of syntactic categories of the nodes in both parse
trees. If a sentence cannot be parsed completely,
the system uses the combination of partial tree
results for the alignment process. Assignment
ambiguities are resolved by using structural sim-
ilarities between the languages.

5.3 Numeral Classifier Assignment

All aligned phrases containing numeral expres-
sions are then mapped to the input sentence,
i.e. the surface words of the phrase alignments
are replaced with those of the input sentence by
utilizing the sequence of insertions (I), deletions
(D), and substitutions (S) of the DP match as
mapping rules as illustrated in Figure 3.

Japanese : konban futa n yoyaku shi tai no desu
AUX P AUX
dl n
9 \
English: I wouldllke to reﬁve a table for two a
NUM P

o SObbG bbb ~)
Input : I Wouldllke to book a fllght 11 ]I
chr HENEYGHY

Figure 3: Classifier Assignment

Thus, we obtain a list of possible Japanese
numeral classifier assignments for each numeral
of the English input. Based on the frequency of
matched utterances and aligned phrases of the
numerals, we choose the most frequent one for
the generation of the assigned numeral classifier
expression.

In addition, the type of numeral classifier is
obtained by a set of heuristic rules matching
the patterns given in Table 1 in each Japanese
utterance obtained by the DP match. These
rules verify the existence and order of the pat-
tern constituents in the respective sentences and
the most frequent type is selected for the gen-
eration of the numeral classifier.

6 Evaluation

To evaluate our approach, we used a collection
of Japanese utterances and their English trans-
lations, which are usually found in phrasebooks
for tourists going abroad (Takezawa et al.,
2002). The translations were made utterance-
by-utterance, resulting in an utterance-aligned
corpus. Its size is about 200K, and the average
length for Japanese and English utterances is
7.7 and 5.5, respectively.

Moreover, we used thesauri whose hierarchies
are based on the Kadokawa Ruigo-shin-jiten
(Ohno and Hamanishi, 1984) for distance cal-
culation and word alignment.

6.1 Numeral Classifier Data

In the corpus, 15.7% of the utterances contain
numeral expressions, of which 16% (3% of the
entire corpus) are numerals without a quanti-
fied noun. We split the obtained 6000 utter-
ances randomly into a test set of 300 utterances,
used for the evaluation of our approach, and a
learning set, used for the retrieval and align-
ment steps. On average, 1.1 numerals were con-
tained in the utterances of the test data with
an average length of 9.8. Table 2 summarizes
the frequency of classifiers corresponding to the
numerals of the learning set and illustrates the
large variety of the different numeral classifiers
that have to be assigned.

Table 2: Numeral Classifier Frequency

Classifier Referent %
none uncountable 20.1
—ji time expression 17.8
-nin human being 124
—ji—hun  time expression 12.2
—tsu general object 8.5
) human being 3.4
—doru dollar 3.1
-mat flat object 2.9
~bin flight 2.5
—goshitu room 2.2
ko concrete object 1.3
—hat cup, glass 1.2
others 26 classifiers 124

The distribution of the syntactic positions of
these classifiers is given in Table 3.
6.2 DP Matching

The coverage of the DP matching method re-
ported in (Sumita, 2001) was 89.2% when ap-



Table 3: Distribution of Syntactic Position

type %
anaphoric 43.6
floating 13.1

appositive 124
predicative  10.0
prenominal 9.1
attributive 7.6
partitive 4.2

plied to 500 randomly selected samples of the
entire corpus. More specifically, 46.4% of the
examples with an average length of 5.6 were
matched exactly, whereas 42.8% of the ut-
terances with an average length of 7.7 were
matched approximately. No utterance was re-
trieved when there was no examples whose dis-
tance is within the given threshold of 0.3. The
average length of 11.0 for no-match utterances
shows clearly that the DP match did not per-
form well for long utterances due to the lack of
an explicit step decomposing an input utterance
into sub-sentences. However, the shorter the ut-
terance, the higher is the possibility that there
exists a similar one in the example database.
On average, three example utterances were re-
trieved from the database.

6.3 Hierarchical Phrase Alignment

The accuracy levels of the Japanese and English
parser reported in (Imamura, 2001) were 52%
and 44%, respectively, and the accuracy of the
extracted equivalent phrases was about 86%.
The algorithm succeeded in aligning 2.6
phrases, on average, when applied to the ut-
terance pairs obtained by the retrieval step.

6.4 Numeral Classifier Generation

For the evaluation of the numeral classifier as-
signment, we provided the English input ut-
terance, its corresponding Japanese utterance
from our bilingual corpus, the extracted numer-
als, and the respective classifier information as-
signed by our system to a native Japanese, who
assigned one of the following ranks:

Rank Evaluation
A same classifier/type as in corpus
B different classifier /type, but acceptable
C incorrect classifier/type

D no output

We used the recall and precision measures de-
fined below for the evaluation of our system,

where ranks A and B are considered correct as-
signments.

= number of correctly assigned numeral classifiers
recall = number of numerals of test set

_ A+B

— A4+B+C+D

recision = number of correctly assigned numeral classifier

p - number of assigned numeral classifier

_ _A4B

— A4+B+C

Figure 4 summarizes the recall and precision
results according to the distance threshold of
the DP matching step.

100

90 r L e ® s
80 - ¢ :
S
© 70 precision (classifier) ¢
2 precision (type) +
g 60 - recall
S
€
[
a

50

40

30

0.5 0.4 0.3 0.2 0.1
Distance Threshold

Figure 4: Recall/Precision Performance

The smaller the distance threshold, the fewer
examples can be retrieved, resulting in a de-
crease in the system’s recall. However, the more
similar the examples, the more accurate the nu-
meral classifier can be selected, leading to an in-
crease in precision. If we select the DP matching
threshold used in (Sumita, 2001), namely dist <
0.3, the recall is 42.0% due to a lack of similar
examples for the retrieval step or to a failure of
the alignment module. The detailed numbers of
each rank are given in Table 4.

Table 4: Ranking Results for dist <0.3
| Rank | Classifier | Type ]

A 121 115
B 18 24
C 26 26
D 166 166
| total | 331 |

Therefore, we succeeded in generating nu-
meral classifiers correctly for 84.2% of the
successfully matched and aligned test utter-
ances. The precision of exact-match samples
(dist=0.0) is 90%, thus imposing an upper
boundary for our method that conforms with
the results described in (Bond and Paik, 2000).



7 Discussion

The algorithm proposed in this paper uses bilin-
gual utterance pairs and phrase alignment for
the extraction of language-specific knowledge of
the target language not available in the source
language. We applied this method to the analy-
sis of numeral expressions. Due to the example-
based knowledge extraction, the problems con-
cerning non-conceptual or one-to-many concep-
tual representations of the rule-base approaches
mentioned in Section 3 were avoided, providing
a uniform approach for the assignment of vari-
ous Japanese numeral classifier constructions to
corresponding numerals of the English source
utterances.

In this section we focus on the limitations of
our approach and propose some future direc-
tions on how to overcome these problems.

Like all example-based approaches, we suffer
from the limited size of our database. If a simi-
lar example within the given threshold does not
exist, we cannot apply our method. An increase
in the corpus size lessens this deficiency, but the
dominant problem for the retrieval of examples
is in dealing with relatively longer utterances
due to the lack of a preprocessing step for split-
ting utterances into smaller chunks. However,
the identification of clauses containing numeral
expressions and the retrieval of decomposed ut-
terance fragments would lead to an increase in
recall.

On the other hand, if the utterances are too
short, there might not be enough contextual in-
formation to allow the disambiguation of the
correct numeral classifier assignment. For ex-
ample, utterances like “three please” trigger the
retrieval of a large number of examples, but
in order to select a classifier in a reliable way,
context information beyond this utterance is re-
quired. Another example for the need of extra-
sentential knowledge is the occurrence of men-
sural classifiers, like currencies (dollar vs. yen)
or linear measures (mile vs. kilometer).

The phrase alignment module suffers from the
low accuracies of the utilized parsers. However,
the incorporation of parsers with better perfor-
mance would allow the comparison of complete
sentence structures triggering improved align-
ment results. Moreover, the lack of numeral
word correspondences caused the failure of the
phrase alignment step, e.g. the non-numeral

use of “one” in “a cheaper one” (anaphoric) or
“one of your guests” (determiner), could not
be aligned in an appropriate way. Therefore,
equivalent phrases could be better extracted by
using a word alignment method with a high re-
call rate.

Numeral classifiers judged acceptable, i.e.
those of rank B, can be divided into three
groups: (1) selection of the general classifier tsu
instead of more specific classifiers like ko (con-
crete objects), mai (flat objects), or hon (long,
thin objects); (2) under-specification, i.e. the
omission of classifiers, which might be accept-
able for classifiers like goshitu (rooms) or bin
(flights); (3) politeness, i.e. a classifier of the
same meaning but used at different levels of po-
liteness, like meisama, mei, and nin (human
beings).

In the experiments described above, the ob-
tained classifiers were accepted blindly, i.e. we
did not verify the characteristics of the numeral
expression of the input against those of the se-
lected classifier. For example, the classifiers
tsu (general) and 77 (person) are used only in
connection with specific numbers? but are not
acceptable for larger numbers. Moreover, the
assignment of classifiers corresponding to a se-
quence of numerals is limited to classifiers like
goshitu (rooms) or ban (phone numbers), and it
is not possible for sortal classifiers like ko (con-
crete objects).

8 Conclusions

In this paper we proposed a new, uniform
method using phrasal alignments for the anal-
ysis of corresponding numeral phrase construc-
tions in bilingual utterance pairs. The precision
and recall rates of our method are 84.2% and
42.0%, respectively.

The quite low recall is due to the deficiency
of the current implementation of retrieving ex-
amples that are similar to the input by deal-
ing with relatively longer utterances. However,
the decomposition of the input utterances would
improve the coverage of our system. We plan
to retrieve examples based on DP matching of
phrases instead of complete sentences.

One of the main reasons for incorrect classi-
fier selection is the lack of contextual knowledge

2tsu (general) used for 1< num < 9; ri (person) used
for 1< num < 2



within short utterances, which leads to ambigu-
ities that cannot be solved without the context
in which the sentence is uttered. Moreover, it is
necessary to verify the characteristics of numer-
als and quantified nouns to avoid incompatible
assignments.

Despite these shortcomings, our approach is
widely applicable in various natural language
applications. Furthermore, it is not limited to
the task evaluated here but can be extended
to the word disambiguation of numeral noun
phrases or even other linguistic features, like
number, tense, or modality, that are not explic-
itly expressed in one language but obligatory in
the other language.
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