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Abstract

We have implemented an interactive, Web-based,
chat-style machine translation system, supporting
speech recognition and synthesis, local- or third-
party correction of speech recognition and machine
translation output, and online learning. The un-
derlying client-server architecture, implemented in
JavaTM, provides remote, distributed computation
for the translation and speech subsystems. We fur-
ther describe our Web-based user interfaces, which
can easily produce di�erent useful con�gurations.

1 Introduction

The World Wide Web (Berners-Lee, 1989) seems
to be an ideal environment for machine transla-
tion: it is easily accessible around the world using
freely-available, easy-to-use tools which are available
to persons speaking a myriad of languages, all of
whom would like to be able to communicate with
one another without language barriers. It is there-
fore not too surprising that a few companies have
attempted to make machine translation available
in this medium (AltaVista, 1999; FreeTranslation,
1999; InterTran, 1999). The primary use identi�ed
for these translators has been that of translating
Web pages or amusing oneself with the inadequa-
cies of machine translation (Yang and Lange, 1998).
What these systems cannot be used for is real-time,
speech-to-speech communication with translation.
Real-time communication over the Internet has

more properly been the domain of \chat" proto-
cols: primarily Internet Relay Chat (IRC) (Oikari-
nen and Reed, 1993), and similar instant messaging
protocols developed commercially (America Online
Inc., 2000; Microsoft Corp., 2000; ICQ Inc., 1999).
While some portals have been developed to permit
access to chat using the Web (iTRiBE Inc., 1996),
the primary point of access seems to be chat-speci�c
client software. Although chat de�nes protocols and
provides infrastructure, it is limited in the kind of
data that it can transport, and client software is
tightly focussed on the text domain. Such limita-
tions have not, however, prevented researchers from
experimenting with the possibilities of incorporat-

ing machine translation or speech into the chat ex-
perience (Lenzo, 1998; Seligman et al., 1998). The
outcome of these experiments has been to show that
commercialmachine translation systems may be rea-
sonably integrated into the chat room, and that com-
mercial speech software can be connected to existing
chat software to provide the desired experience.
We have taken a di�erent road. It has been noted

(Seligman, 1997; Frederking et al., 2000) that broad-
coverage machine translation and speech recognition
cannot now be useful unless users can interact with
the system to improve results. While Seligman et
al. (1998) were able to e�ect user editing of speech
recognition by editing text before submitting it for
translation, they were unable to do the same for the
translation system, primarily due to limitations of
commercial software. Additional limitations are en-
countered in the communication medium: chat is
not amenable to non-text interaction with transla-
tion agents, and commercial chat software does not,
in any case, support such interaction.
To deal with these limitations, we have developed

a fully interactive, Web-based, chat-style translation
system, supporting speech recognition and synthesis,
local- or third-party correction of speech recognition
and machine translation, and online learning, which
can be used with nothing more than a Web browser
and some simple add-ons. All intensive processing,
including translation and speech recognition is per-
formed at central servers, permitting access for those
with limited computational resources. In addition,
the modular design of the system and interface per-
mit computational tasks to be easily distributed and
di�erent dialog con�gurations to be explored.

2 Interface Design

The design of the WebDIPLOMAT system is in-
tended to facilitate the following kind of interaction:
(numbers correspond to Figure 1)

1. Speech from the user is recognized and dis-
played in an editing window, where it may be
edited by respeaking or using the keyboard.

2. When text is acceptable to the user, it is sub-
mitted for translation and transfer to the other
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Figure 1: User-level perspective on information 
ow.
See text for explanation of labels.

party.

3. Text to be translated is optionally presented to
a human expert, who is able to translate, cor-
rect and teach the system a correct translation.

4. Upon machine translation of the text, or accep-
tance by the expert, a translation is delivered
to the other party and synthesized.

5. Both sides of the conversation are tracked au-
tomatically for all users, and displayed on their
interfaces.

Although the above is the original vision for the
system, other con�gurations are easily imagined.
Con�gurations with more than two participants, or
where one of the users is also simultaneously an ex-
pert are straightforwardly handled. International-
ization of the interfaces, for use in di�erent locales, is
also easily handled. Many changes of this nature are
handled by easy modi�cations to the HTML code for
given Web pages. More complicated tasks may be
accomplished by modi�cations of underlying code.
In order to produce the above con�guration, the

current system implements two user interfaces (UIs):
the Client UI, which provides speech and text input
capabilities to the primary end-users of the system;
and the Editor UI, which provides translation edit-
ing capabilities to a human translation expert. In
the rest of this section, we describe in detail certain
unique aspects of each interface.

2.1 Client User Interface

In addition to speech-input and editing capabilities,
the Client UI is able to track the entire dialog as
it progresses. Because the Central Communications
Server (cf. x3.1) forwards every message to all con-
nected clients, every component of the system can be

aware of how the dialog turn is proceeding. In the
Client UI, this capability is used to provide a run-
ning transcript of the conversation as it occurs. By
noting the identi�ers on messages (cf. x3.4), the UI
can assign appropriate labels to each of the follow-
ing: our original utterance, translation of our utter-
ance, other person's utterance, translation of their
utterance. In addition, we use knowledge about the
status of the dialog to prevent the user from send-
ing several utterances before the other party has re-
sponded.

2.2 Editor User Interface

The Editor UI provides tools which make it possible
for a human expert to edit translations produced
by the machine translator before they are sent to
the users. As mentioned earlier, the editing step is
optional, and is intended to improve the quality of
translations. The Editor UI may be con�gured so
that either of the two users, or a remote third party
can act as editor. Our motivations for providing an
editing capability are twofold:

� Although our MT system (cf. x3.2) does not
always produce the correct answer, the correct
answer is usually available among the possibili-
ties it considers.

� The MT system provides for online updates of
its knowledge base which allows for translations
to improve over time.

In order to take advantage of these capabilities, we
have designed two editing tools, the chart editor and
always-active learning, that enable a human expert
to rapidly produce an accurate translation and to
store that translation in the MT knowledge base for
future use.
As discussed in x3.2, our MT system may produce

more than one translation for each part of the input,
fromwhich it attempts to select the best translation.
The entire set of translations is available to the Web-
DIPLOMAT system, and is used in the chart editor.
By double-clicking on words in the translation, the

Figure 2: Popup Chart Editor



human editor is presented a popup-menu of alterna-
tive translations beginning at a particular location
in the sentence (see Figure 2). When one of the al-
ternatives is selected, it replaces the original word or
words. In this way, a sentence may be rapidly edited
to an acceptable state.
In order to reduce development time, our MT sys-

tem can be used in a rapid-deployment style: after a
minimal knowledge base is constructed, the system
is put into use with a human expert supervising, so
that domain-relevant data may be elicited quickly.
In order to support this, all utterances are consid-
ered for learning. When the editor presses the `Ac-
cept/Learn' button, the original utterance and its
translation are examined to determine if they are
suitable for learning. Currently all utterances for
which the forward translation has been edited are
submitted for learning, although other criteria may
also be entertained. More detail about online learn-
ing may be found in x3.2.
Although the editor UI is primarily intended for

use by a translation expert, it will sometimes also be
used by those who are not as expert. For this situa-
tion, we have introduced a backtranslation capabil-
ity which retranslates the edited forward translation
into the language of the input. Although imperfect,
backtranslation can often give the user an idea of
whether the forward translation was substantially
correct.

3 System Design

In this section, we describe the computational archi-
tecture underlying the WebDIPLOMAT system.

3.1 Architecture

The underlying architecture of the WebDIPLOMAT
system is shown in Figure 3. The system is organized
around three servers:

The Web Server serves HTML pages to clients.
We used an unmodi�ed version of the Apache
HTTP Server (Apache Software Foundation,
1999).

The Speech Recognizer(s) perform speech
recognition for clients.

The Central Communications Server allows
communication between clients. Encapsulated
objects sent to this server are forwarded to
all connected clients. With the exception of
speech and HTTP, all communications between
clients use this server.

The servers are designed to be small, and are in-
tended to coexist on one machine.1 Currently, how-
ever, the speech server includes a full speech recog-

1This is necessary due to security restrictions on JavaTM

Applets.

nizer, and therefore consumes a greater amount of
resources than the other servers.
Most processing is intended to be performed by

clients, which have no locality requirements, and
may therefore be distributed across machines and
networks as necessary. The User and Editor Clients
were described in xx2.1 and 2.2. We will now ex-
amine the most important processing mechanisms,
including machine translation and speech recogni-
tion/synthesis.

3.2 Machine Translation

For Machine Translation, we rely on the Panlite
Multi-Engine Machine Translation (MEMT) Server
(Frederking and Brown, 1996). This system, which
is outlined in Figure 4, makes use of several trans-
lation engines at once, combining their output with
a statistical language model (Brown and Frederk-
ing, 1995). Each translation engine makes use of a
di�erent translation technology, and produces multi-
ple, possibly overlapping, translations for every part
of the input that it can translate. All of the trans-
lations produced by the various engines are placed
in a chart data structure (Kay, 1967; Winograd,
1983), indexed by their position in the input utter-
ance. A statistical language model is used, together
with scores provided by the translation engines, to
determine the optimal path through the set of trans-
lated segments, which information is also stored in
the chart. Upon completion of translation, the chart
data structure is made available for use by the rest
of the WebDIPLOMAT system.
Currently, we employ Lexical Transfer and Ex-

Transfer-Based MT

Example-Based MT

Knowledge-Based MT

Statistical
Modeller

User InterfaceMorphological
Analyzer

Expansion slot

Source Target
Language Language

Figure 4: Multi-Engine Machine Translation Archi-
tecture
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ample Based Machine Translation (EBMT) engines
(Nagao, 1984; Brown, 1996). Lexical Transfer uses
bilingual dictionaries and phrasal glossaries to pro-
vide phrase-for-phrase translations, while EBMT
uses a fuzzy matching step to produce translations
from a bilingual corpus of matched sentence pairs.
Because the knowledge bases for these techniques are
simple, they both support online augmentation. As
mentioned in x2.2, the Editor UI attempts to learn
from utterances that have been edited. Pairs of ut-
terances submitted for learning to the translator are
placed in a Lexical Transfer glossary if less than six
words long, and in an EBMT corpus if two words
or longer. Higher scores are given to these newly
created resources, so that they are preferred.
The MT server is interfaced to the Central Server

through MT interface clients, which handle, inter
alia, character set conversions, support for learning
and conversion of MT output into an internal ob-
ject representation usable by other clients. It also
ensures that outgoing translations are stamped with
correct identi�ers (cf. x3.4), relative to the incoming
text, to ensure that translations are directed to the
appropriate clients.

3.3 Speech Recognition and Synthesis

In the current system, speech recognition is handled
as a private communication between a browser plug-
in, running on the user's machine, and a speech
recognition server, and is not routed through the
central server. Speech is streamed over the network
to the server, which performs the recognition, and
returns the results as a text string. This con�gura-
tion permits most of the computational resources to
be o�oaded from the client machine onto powerful
remote servers. The speech may be streamed over
the network as-is, or it may be lightly preprocessed
into a feature stream for use over lower-bandwidth
connections. The recognized text is returned di-

rectly to the user client for editing and validation
by the user before being sent for translation. Our
speech server is a previously implemented design
(Issar, 1997) based on the Sphinx II speech recog-
nizer (Huang et al., 1992). As mentioned earlier,
the speech server and recognizer are not currently
designed to run in a distributed fashion.
Unlike speech recognition, which is handled by

the User Client, speech synthesis does not require
human interaction, and can therefore be connected
directly to the central server. Currently, Synthe-
sizer Interfaces unpackage internal representations
and send utterances to be synthesized on a speech
synthesizer running locally on the user's machine.
Future plans call for speech to be synthesized at a
central location and transported across the network
in standard audio formats.

3.4 Implementation

All components of the WebDIPLOMAT except the
speech components and Web Server were imple-
mented in JavaTM (Gosling et al., 1996), including
the Central Server. Messages between clients are
implemented as a Java class Capsule, containing a
String identi�er and any number of data Objects.
Object serialization permits simple implementation
of message streams. User Interface clients are de-
veloped as Applets, which are embedded in HTML
pages served by the Web Server.

4 Future Work and Conclusion

The most signi�cant change we would like to make
to the current system is the way that speech is han-
dled. We �rmly believe that the best speech input
device is the one people are already familiar with,
namely the telephone. A revised system would al-
low users to call speci�c phone numbers (connected
to the central server) in order to access the system,
which would then recognize and synthesize speech



over the telephone line while still using web-based in-
terfaces. This, of course, takes us closer to the grand
AI Challenge of the translating telephone (OAIAE,
1996; Kurzweil, 1999; Frederking et al., 1999). We
contend that by using interactive machine transla-
tion, the goal of a broad-domain translating tele-
phone can be more easily brought to fruition.
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