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Abstract The representations of (Emele and Dorna, 1998) and

We propose an algorithm for the transfer of packed linguistic(Kay, 1999) are based on a notionmbpositional con-
structures, that is, finite collections of labelled graphs whichtexts (see (Maxwell and Kaplan, 1991)), where each
share certain subparts. A labelled graph is seenvasrdover ~ POSSible non-ambiguous reading included in the packed
a vocabulary of description elements (nodes, arcs, labels), angPUrCe representation is extracted by selecting the value
a collection of graphs as a set of such words, that is, las-a (true or falsg) of a certain number of propositional vari-
guageover description elements. A packed representation fo@Pl€s that index elements of the labelled source graph.
the collection of graphs is then viewed as a context-free gram] ransfer is then seen as a process of rewriting source
mar which generates such a language. We present an algorithff@Ph elements (e.g, nodes labelled with French lexemes)
that uses a conventional set of transfer rules but is capable dfto target graph elements (e.g. nodes labelled with En-
rewriting the CFG representing the source packed structure intglish lexemes), while preserving the propositional con-
a CFG representing the target packed structure that preserv&@Xts in which these graph elements were selected.

the compaction properties of the source CFG. In contrast, our approach, following (Dymetman,
1997), views a packed representation as beiggam-
1 Introduction mar (more specifically, a context-free grammar) over the

There is currently much interest in translation modelsvocabulary of graph elements (labelled nodes and edges),

that support some amount of ambiguity preservation beyvhere eachword(in the sense of formal language theory)

tween source and target texts, so as to minimize disangenerated by the grammar represents one of the possible

biguation decisions that the system, or an interactive usepon-amblguous readlngs ofthe packeq representation. In
has to make during the translation process (Kay et aI.Othe.r terms, the collection of non-amblguous graphs be-
1994) longing to the packed representation is seen ¢ma

An important aspect of such models is the ability toguageovera_lvopabulary of graph elemer_lts, and a packed
handle, during all the stages of the translation procesgepresentatlon is seen as a grammar which generates such

packedinguistic structures, that is, structures which fac-"Ji language. Packing comes from the fact that a context-

torize in a compact fashion all the different readings offree grammar is an efficient representation for the lan-

a sentence and obviate the need to list and treat all the§k'39€ it generates. Another essential feature of such a

readings in isolation of each other (as is standard in morkPresentation is that it iiteraction-free that is, each
traditional models for machine translation). nondeterministic top-down traversal of the grammar suc-

In the case of parsing, and more specifically, parsin eeds With'out ever backtracking anq it resultsir!acertain
with unification-b%sed ?ormalisms su?:h as le/Gl? tech) eading, without the need for checking the consistency of

nigues for producing packed structures have been i Set Qf associated prqpositional pons_traints_: the repre-
existence for some time (Maxwell and Kaplan, 1991;Eenter1]t.|lon forthg collection ‘.Jf rgadmgs is as direct as can
Maxwell and Kaplan, 1993; Maxwell and Kaplan, 1996; e while permitting a factonzatlon of common parts.
Dorre, 1997, Dymetman, 1997). More recently, tech- Based on this notion, we present an algorithm for
nigues have been appearing for the generation frorHansfer which, starting from a finite set of rewriting
packed structures (Shemtov, 1997), the transfer betwee[?f"ttemsf (the transfer lexicon), a.ssouhates with a g'vf nd
packed structures (Emele and Dorna, 1998; Rayner an%frnte)(t' ree grammar representing the source packe

Bouillon, 1995), and the integration of such mechanism ucture a context-free grammar representing the tar-
into the whole translation process (Kay, 1999; Frank get packe_d s?ructure'. Therefore, the target representa-
1999) ' ' tion remains interaction-free and transparently encodes

This paper focuses on the problem of transfer Théhe target structures; furthermore, under certain natural
' ‘locality” conditions on the rewriting rules (the graph el-

method proposed is related to those of (Emele and Dorna, . . . o .,
1998) and (Kay, 1999). As in these approaches, we viewyments in the|r lef-hand sides tend b_e b.e close” from
packed representations as being descriptions of a finit‘(aéach other in the source grammar denvgﬂo_ns), the target
collection of directed labelled graphs (similar to the func-grammar preserves much of the factorization and com-
tional structures of LFG), each representing a differenP@ction properties of the source grammar.
non-ambiguous reading, which share certain subparts. The paper is structured in the following way. Sec-



tion 2 explains how ambiguous graphs can be seen agay to describe such a graph is by listing a collection of
commutative languages over graph description element&glescription elements” for it, where each such element
and how context-free grammars provide concise specifiis either a labelled node such ssg or a labelled edge
cations for these languages. Section 3 extends the stasdch agnod,;. Using this format, the pragmatically pre-
dard notion of non-ambiguous transfer to that of am-ferred analysis for our sentence is the §&tg, argb,
biguous transfer. Section 4 presents the basic languaga; argas., light,, mody;, green, mocs, on, arg2s,
theoretic formalism needed and introduces some operaaill 4, modys, withs, arg2, telescopg}.

tors on languages. Section 5 presents the detailed rewrit- If we consider the collection of all possible analyses,
ing algorithm, which applies these operators not directlywe then obtain a collection of sets of description ele-
to languages, but to the context-free grammars specifyments. It is convenient to view such a collection as a
ing them. Section 6 gives an example of the algorithm incommutative languagever the vocabulary of all possi-

operation. ble description elements; each word in such a language
corresponds to one analysis and is a list of description
2 Ambiguous structures as languages elements the order of which is considered irrelevant.

The main advantage of taking this view of ambiguous
structures is that formal language theory provides stan-

: 2 o T dard tools for representing languages compactly. Thus
argl arg2 ~ d ~ _mod o - - ;
1 i/ >ght N _T ~ mo it is well-known in computational lexicography that a
mo T Or; o \”ZOd ; large list of word strings can be represented efficiently by
2. ' N means of a finite-state automaton which factorizes com-
: greenl/ green2 arg2 \

|
| mon substrings. Such a representation is both compact
I

4: hill - Imod B o . e )
N and “explicit”: accessing and using it is as direct as the
5: with .
arg2 flat list of words would be.

Although one might think of using finite-state mod-
els for representing compactly the language associated
with a collection of graphs, they do not seem as relevant
as context-free models for our purposes. The reason is
that the source packed representations are typically ob-
tained as the results of chart-parsing processes. A chart

Let's consider the sentence “I saw the green light ortised in the parsing of a context-free grammar can itself
the hill with a telescope”. In Fig. 1, we have repre- be viewed as a context-free grammar, which is a spe-
sented informally the set of possible analyses for thigialization of the original grammar for the string being
sentence. Labels on the nodes correspond to predica@@rsed, and which directly generates the derivation trees
names (‘on’, ‘hill’, etc). A slash is used to indicate dif- for this string relative to the original grammar (Billot and
ferent possible readings for a node; for instance, we ad-ang, 1989). The generalization of this approach to uni-
sume that the surface form “saw” can correspond to théication grammars (of the LFG or DCG type) proposed
verbs “to see” or “to saw”, and that “green” is ambigu- in (Dymetman, 1997) shows that, in turn, chart-parsing
ous between the color adjective “green1” and the noufvith these unification grammars conducts naturally to
“green2” (grassy lawn). Relations between nodes are inPacked representations for the parse results very close to
dicated by labels on the edges joining two nodes: ‘arg1the ones we are about to introduce.
and ‘arg2’ for first and second argument, ‘mod’ for mod-  Let's consider the CF@/y:
ifier. The solid edges correspond to relations which are g, ., Oy W D3
satisfied in all the readings for the sentence, dotted edges  s., — Do argh; i1 argd> Liowr
to relations that are satisfied only for certain readings.  Licur — Green modsr lights
Thus, the preprositional phrase “on the hill” can modify Gresn— greeni | green2
either “light” or “see/saw”, the phrase “with a telescope” On — oy arg2a hilly
either “hill”, “light”, or “see/saw”. The informal picture Wi — withs arg2s telescope
of Fig. 1 does not make explicit exactly which structures DO — see | saw
are actually possible analyses of the sentence. For in- D3— mods D30 | mocs D32
stance the two crossing edge®d); andmocds; (Where D30 — modbs | mods
indices are used to denote the origin and destination of P32~ mochs | modss | mods

the edge) cannot appear together in a reading of the given Nonterminals of that grammar are written in upper-
sentence. As a consequence only five of the apparepise, terminals (which are graph description elements) in
2 x 3 prepositional attachments combinations are possimwercase. It can be verified that the language generated
ble, which multiplied by the four possible lexical variants py this grammar is the collection of commutative words
for “saw” and “green” gives 20 possible readings for the
sentence. 1This context-free grammar has polynomial size relative to the

. . gth of the string. While it is also possible in principle to use a finite-
Each of these readings is a graph where nodes 0 arL te model for representing the same set of derivation trees, it can be

7 now carry one label, and where one ‘mod’ edge haghown that such a model may be exponential relative to string length
been selected for the attachment of nodes 3 and 5. Ori@mark due to John Maxwell).

Figure 1: An informal graphical representation of the 20
possible analyses for “I saw the green light on the hill
with a telescope”.




corresponding precisely to all the possible analyses fof Formal aspects

the sentence. The commutative monoid over an alphabgis denoted
The fact that there are 20 such words can be esyy /(4*), and its words are represented by vectors of

tablished by a simple bottom-up computation mvolvmgNA indexed by.4 and with entries inN. For eachw ¢
multiplications and sums. If we cadmbiguity degree NA, the component indexed by € A is denoted by
ad(N) of a nonterminalV the number of words it gen- ' : X

erates, then it is obvious that, for instanag(D30) = 2, %%k?gg;gltl;rgoavg rgigﬁs.ﬁ%:&*'? izg.thz\]/eeca(r)?zzjue(:t
ad(D3) =2+3,ad(S)=41.1-5=20. Infact, itisthe mul- " Vo e A P Al ‘
tiplications which appear in such computations which are[f1 S.L.Va € A wy) _.d“fl[a] +é"2[“]' A*anguage 0

nihe commutative monoid is a subset(ofA").

responsible for the compactness of the grammar as co T bword relation is d 4 by F |
pared to the direct listing of the words: each time a mul-_ 1 ne subword relation is denoted by For a language
L, we write:v< L iff there existaw € L s.t. v<w.

tiplication appears, a factorization is being cashetl in. The rewriting is performed from a source language
s over an alphabeXs to a target languagér over an al-

3 Transfer as language rewriting phabetX (disjoint from Xg) w.r.t. a set of rewriting

When working with non-ambiguous structures, transfefrulesR c L5+ x +* (rules have the form—p). We

is a rewriting process which takes as input a sourceassume in the sequel that amyc Y appears at most

language graph and constructs a target-language grapce in any left-hand side of each rule®fand also at

by applying transfer rules of the forths — rhs, where  most once in any word of 5. This property is preserved

lhs andrhs are finite sets of description elements for py all the rewritings that we are going to introduce.

source graph and target graph respectively. In outline, the et's defineLHS(A—p) = X\. ForR C R, we define

“non-ambiguous” transfer process works in the following L «S{(R) = {a € £5 | Ir € R s.t. a<LHS(r)}.

way: for each non-overlapping covering of the source The rewriting is a functiomy, taking £s and yielding

graph with left-hand sides of transfer rules, the corre-£ ., defined as:

sponding right-hand sides are produced and taken to-

gether represent a target graph (this is a non-deterministic Or(Ls) = {p1--pp | Fw € Ls,w = A=Ay A

function as there can be several such coverings). AM=p1 € R A AXy=pp € R}

In the case of ambiguous structures, the aim of transf .

is to take as input a language of source graphs and to pr'eé[‘-1 Algorithm

duce a language of target graphs. The language of targét order to implement the functiosr, it is useful to

graphs should be equal to the union of all the graphs thadfitroduce rewriting functiong,— , and¢z. They apply

would have obtained if one had enumerated one-by-ont® any languagd. over C(X*), whereX = 5 U Zr.

the source graphs, applied non-ambiguous transfer, anthey are defined as:

taken the collection of all target graphs obtained. The ¢x—,(L) = {pw | \w € L}

goal of ambiguous transfer is to perform the same task ¢a(L) = {w € L |w(, = 0}.

on the basis of a compact representation for the collecThe ¢x—, functions are applied so that source sym-

tion of source graphs, yielding a compact representatioRols are guaranteed to be removed one by one #gm

for the collection of target graphs. we considerXg is totally ordered by< and we write
For illustration purposes, we will consider the follow- Xs = [a1, a2, ..., an], With a; < a;11; then consider the
ing collection of transfer rules: partition of R: R1, Rz, ..., Ry s.t. Ry contains allR
rules witha; in LHS, R contains allR rules witha, but
seq — Voiry, sawy — sciep, nota; in LHS, etc,R y contains allR rules with onlya
green} — vert,, green2 — gazon, in LHS. Then we define a third rewriting functiap, :
light,, mody, green} — fet,, mod,y, vert, ¢r: (L) = bar(L) U U, en, ¢r(L).

light, — lumiére, etc. Lemma. L7 can be obtained frois by applying the

We have only listed a few rules, and have assumed thdt: Iteratively in the following manner:
the remaining ones are straighforward one-to-one corre-

spondencesl{ — je;, mods — modjs [we prime la- PRy (PR 1 (PR, (Ls) ) = L.
bels such asod, argl,..in order to have disjointness of ~ Proor skeTCH Forl < j < N, we define
source and target vocabulary], ett.). Li ={prppzr|Fw € Lg,x € Eg*,p > 0, w =

A Apx, Ve < p A= pr € Ui R4, Vi < j ai Az}

1
2As the example shows, context-free representations of ambigu- ; _ —
ous structures have the important property (related to their interaction- Itis clear thaty = L. Furthermore, we havé, =

freeness as described in the introduction) of being easily “countable”®R1 (Ls), and it is easy to show that, far< n < N,

This is to be contrasted with other possible representations for ambigull, = ¢r,(Ln—1). From this we have immediately

ous structures, such as ones based on propositional axioms determiniQy = ¢ . (drr_, (- - -dr, (Ls) - -)) = L.

which description elements can be jointly present in a given analysis.

In these representations, the problem of determining whether there et order to obtainly, we will start from £s and ac-

istsonestructure satisfying the specification can be of high complexity, tuaIIy apply the¢Ri 's not on Ianguages direCﬂy but on

let alone the problem afountingsuch structures.
3In practice, real transfer rules are not specialized for specific nodestain ground rules as the ones we are considering, a simple preprocessing

but are patterns containing variables instead of numbers; in order to otstep is necessary.




the grammars that define them. This computation is perfunction ®—,(z3) isl/ 3 = A;-- - A

formed by the algorithm that we now present.
Let £s be defined by the CFG = (2, Mo, Po, So).

/I X is searched withim A;- - -Ag
if 35 € {1,...,k} s.t. Va<)\,a<£(Aj) /l'if X falls

For A € Ny, the set of all rules having as LHS is no-
tatedA— ",y ,cp, @ This additive notation is a for-
mal represention al—»a; | a2 | ... HenceA—0 means
that no rule definedl.

First ¢, is applied onGy,, which buildsG; =
(2,N1,P1,851), thenor, is applied onG; to produce
G- and so forth. Each time, new non-terminals are in-
troduced: of the form{A4)z,, (A)x—, or (A)z, where
AeN; 1,A€XsT,peXr* anda € 5. Each one
is defined by a formal sum as we saw above.

The order of symbols in the RHSs of grammar rules
is irrelevant since we consider commutative languages.
Hence the RHSs of grammar rules can be denoteddby
stz € C(X")andj € C(N™), whereN is the set of

/I entirely within£(A;) then the rewriting applies only td;
thenadd(A;)»—, to Agenda;

return Q?Al' . 'A]'_l(Aj))\—)ij+1' . Ak, (4)

else// X is searched within several symbols

Consider\ = y wy wa- - -wy, S.t.
— the longest common subwordoandA is y,
—Va<w;,a<L(Aj) Il w; is A; contribution toX
if such decomposition of exists// that is, it is
I entirely covered by: and somed;’s
then /* itis unique: see below/ add toAgenda
all (Aj)w;—e S.t.wj # ¢ /l all those that contribute
return z/y (T, 2. (Aj)uw;—e) ([, — A7) pi(5)
/I The rewriting is actually appliedy is deleted fronx;
/I each contributing (i.e. non) w; is to be deleted

all non-terminals considered.

/I (i.e. rewritten toe in A;); non-contributingA;’s

The algorithm consists of the procedure and functions // remain untouched; and is inserted.
described below and uses an agenda which contains newelse// X cannot be produced by3

non-terminals to be defined &;. The agenda is handled

with a table: each non-terminal is treated once.

procedure main is
forie {1,..,N}do
Initialize P; with P;_1;
if R; # () then
Initialize Agenda with (S;_1)%;;
repeat
removeNonTerm from Agenda;
caseNonTerm is
when (A)x,: add toP;
(A)Ri - ZA_)CVG’Pi—l PR, (a);
when (4),—,: add toP;
(A)r—p— EA—)aeP,-,l Py p(a);
when (A)z: add toP;
(A)a= X asaer,_, ala);
end case
until Agenda is empty
Reduce&s; whose axiom isS; = (S;—1)r;;
[*remove non-terminals that are non-productive
(L(A) = 0) or inaccessible frons;.*/
end for;
end procedure

function ®x, (z3) il B = A1+ - - Ay,
if 35 € {1,...,k} s.t.Va € LaSA(R;), a<£(Aj)
[l'if all rewritings in R; can only affect4;
thenadd(A;)r, to Agenda;

return zA;- - 'Ajfl(Aj)RiAJLFl' <A (1)
else return ®5-(z3) + -, cr, B (28); )
end function;

function ®z(xf) isl/ B = A1+ - Ay,
if 3j € {1,...,k} s.t.a<L(4))
then /* j is unique, see beloitadd (A;)g to Agenda;
return zA4;- - 'Ajfl(Aj)EAJ#l' <A (3)
else ifa<x then return O;
else returnz g,
end function;

return O; // No rewriting is applicable
end function;

Unicity of j in ®z, and unicity of the sequencedi,—s ,:
considerA—»z XY~ € P;_1; as each source symbol oc-
curs at most once in every word @fS;_,), the same
holds for£(A) hence the sets of source symbols occur-
ring in £(X) and£(Y") are disjoint.

6 Example

Considerxg = [i1, green}, green2, seg, ...] so thatR
is partitioned inR, = {ii—je; }, Ro = {greent—vert;,
greent mod; light;—few, mod,; vert}, etc. Each
otherR; contains a single rule.

The first iteration of the algorithm computes the gram-
marG; = ®x, (Gy). Theresultis:

(So)r, —(Sw)r, On Wi D3,
(Sw)r, —DO0 argh: arga. Liewr jer,
Lieur — Green mochr lights,

Green — greent | green2,

On — ors arg34 hill 4,

Wi — withs arg2e telescope, etc.

We see that the only nonterminals which have been rede-
fined areS = S, and Sw. The computation of %)=,

has been done through step (1) in the algorithm. This is
because the terminals in left-hand sidesiaf, namely

the single terminal;, are all “concentrated” on the sin-
gle nonterminal & on the right-hand side af,. This
leads in turn to a requirement for a definition ofWlx, ,
which is fulfilled by step (5) in the algorithm, at which
time the rewriting ofi; into je, is performed.

For any group of rule®;, as long as all terminals in
the left-hand sides of rules &; are thus concentrated on
at most one nonterminal in a right-hand side, no expan-
sion of rules is necessary. It is only when the terminals
start to be distributed on several RHS terminals or non-
terminals that an expansion is required.

This situation is illustrated by the second iteration
which mapg7; into Gy = ®%,(G1). The resultis:



((So)r1)Rs—((SwW) R, )R5 On Wit D3, representation which maintains these beneficial proper-

((Sw)r,)r,—DO0 argh: argd: (Lievm)r, jer, ties. Although proofs have not been provided here, the
(Listm), —(Green)granr mody lights, algorithm can be shown to satisfy our initial formal def-
| (Green)greens —svert: mochr lights, inition of transfer as nondeterministic, exhaustive, non-
| (Green)greens — fete mod; vert, overlapping replacement of description elements in the
(GreeN)gregnz — green2  Ow — on arg2a hills, source structure by their counterparts as specified in the
(Green) greent — vert, —vert; Wi — withs arg2e telescope,  rewriting rules. The method described in this paper bears
(Green) greent —se — €, etc. some obvious analogy to the classical problem of map-

o . ) . ping a context-free language into another context-free
This time, the terminals in left-hand sides®t are  |anguage by way of a finite-state transducer (Harrison,
greent, mody; and light,. We first need to compute 1978). It would be an interesting research question to
((So)=,)=,- Again, our three terminals are all con- make this analogy formal, the main difference here be-
centrated on (&)z,. We thus only have to define ing the need to work with a commutative concatenation,
((Sw)r,)r.. Once again, the three terminals are con-as opposed to the standard non-commutative concatena-
centrated on kxr, and we have to define @)r, . tion which is more directly connected with the automaton
At this point, something interesting happens. It is notyiew of transductions.
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