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problems. One of them is that they require a
Abstract large, often prohibitive, number of labeled
o _ training documents for the accurate learning.
The goal of text categorization is to classify  gjnce the application area of automatic text
documents into a certain number of pre-  cateqorization has diversified from newswire
defined categories. The previous works in  4ricles and web pages to electronic mails and
this area have used a large number of nLowsgroup postings, it is a difficult task to
labeled training documents for supervised create training data for each application area
learning. One problem is that it is difficult to (Nigam K. et al., 1998).
create the labeled training documents. While In this paper, we propose a new automatic text
itis easy to collect the unlabeled documents, ategorization method based on unsupervised
itis not so easy to manually categorize them |g4rning. Without creating training documents
for creating training documents. In this v hand, it automatically creates training
paper, we propose an unsupervised learmning gentence sets using keyword lists of each
method to overcome these difficulties. The  cateqory. And then, it uses them for training and
proposed method divides the documents into  ¢|5ssifies text documents. The proposed method
sentences, and categorizes each sentence .,y provide basic data for creating training
using keyword lists of each category and gocuments from collected documents, and can
sentence similarity measure. And then, it o ysed in an application area to classify text
uses the categorized sentences for training. documents in low cost. We use tiyestatistic
The proposed method shows a _S|m|Iar (Yang Y. et al., 1998) as a feature selection
degf?e of perform_ance, compared with the method and the naive Bayes classifier
traditional sgperwsed learning me_thods. (McCallum A. et al., 1998) as a statistical text
Therefore, this method can be used in areas . sjfier. The naive Bayes classifier is one of
where low-cost text categorization is needed. o~ iatistical text classifiers that use word
It also can be used for creating training frequencies as features. Other examples include
documents. k-nearest-neighbor (Yang Y. et al, 1994),
) TFIDF/Roccio (Lewis D.D. et al., 1996),
Introduction support vector machines (Joachims T. et al.,

With the rapid growth of the internet, the 1998) and decision tree (Lewis D.D. et al.,,
availability of on-line text information has been 1994).

considerably increased. As a result, text
categorization has become one of the key
techniques for handling and organizing text data.
Automatic text categorization in the previous The proposed system consists of three modules
works is a supervised learning task, defined asas shown in Figure 1; a module to preprocess
assigning category labels (pre-defined) to textcollected documents, a module to create training

documents based on the likelihood suggested bysentence sets, and a module to extract features
a training set of labeled documents. However, and to classify text documents.
the previous learning algorithms have some

1 Proposal: A text categorization scheme



Table 1: Examples of keywords for each category

Category Keywords
Keyword List ye-hayng (trip) .
Collected ’ ye'hayng (trlp),

Documents } |:Vj atego kWan-kWang . .
Training Sentefice Set Creatio| Reprlse:Ltatlo (Sightseeing) kWﬂn'kwang (S'ghtSeE|ng)
Preprogessing : eature] Selectior] - i - I
A4 Extraction and Verification ;Call65§'tiserl “ Um ak(mUSIC) Um ak (mUSIC)
Sentence I of Representative Sentence o G ?igzmg 2 Cong-kyo (I’eligion),
PO;S i (eeBayes P75 Cong-kyo chen-cwu-kyo(Catholicism)
e — (religion) ki-tok-kyo(Christianity),
of Representative Sentence .
Content Word (Similarity Measure) Feature Selection pWU l_kyO(BUdd h |Sm)
Edracton \ Pang-song Pang-song (broadcasting), TV, thal-
\ (broadcasting) | ley-pi-cyen(television), la-ti-o(radio)
Segmenteq X
Sentenceg <A i i .
Next, the sentences which contain pre-defined

keywords of each category in their content
Figurel: Architecture for the proposed system  words are chosen as the initial representative
sentences. The remaining sentences are called
unclassified sentences. We scale up the
representative sentence sets by assigning the
First, the html tags and special characters in theunclassified sentences to their related category.
collected documents are removed. And then, theThis assignment has been done through
contents of the documents are segmented intaneasuring similarities of the unclassified
sentences. We extract content words for eachsentences to the representative sentences. We
sentence using only nouns. In Korean, there arewill elaborate this process in the next two
active-predicative common nouns which becomesubsections.

verbs when they are combined with verb- . o .
derivational suffixes (e.g.ha-ta ‘do’, toy-ta 1.2.1 Extracting and verifying representative

‘become’, etc). There are also stative- SENtences

predicative common nouns which become We define the representative sentence as what
adjectives when they are combined with contains pre-defined keywords of the category in

adjective-derivational suffixes such laa These its content words. But there exist error sentences
derived verbs and adjectives are productive inin the representative sentences. They do not
Korean, and they are classified as nounshave special features of a category even though
according to the Korean POS tagger. Otherthey contain the keywords of the category. To

verbs and adjectives are not informative in manyremove such error sentences, we can rank the
cases. representative sentences by computing the

weight of each sentence as follows:

1.1 Preprocessing

1.2 Creating training sentence sets 1) Word weights are computed using Term

Because the proposed system does not hav&requency (TF) and Inverse Category Frequency

training documents, training sentence sets for(ICF) (Cho K. etal., 1997).

each category corresponding to the training

documents have to be created. We definelD The within-category word frequency(JJF

keywords for each category by hand, which

contain special features of each category TFK; = thenumberof timeswordst occurs

sufficiently. To choose these keywords, we first in the j th category (1)

regard category names and their synonyms as

keywords. And we include several words that () |n Information Retrival, Inverse Document

have a definite meaning of each category. The Frequency (IDF) are used generally. But a

average number of keywords for each category  sentence is a processing unit in the

is 3. (Total 141 keywords for 47 categories) proposed method. Therefore, the document
Table 1 lists the examples of keywords for frequency cannot be counted. Also, since

each category. ICF was defined by Cho K. et al. (1997)



and its efficiency was verified, we use it in Thus, it is applied iteratively using two matrices
the proposed method. ICF is computed asas shown in Figure 2. In this paper, we set the
follows: number of iterations as 3, as is recommended by
Karov Y. et al. (1999).
ICF; =log(M)-Ilog(CF;) (2)

whereCF, is the number of categories that
containt, and M is the total number of
categories.

@ The combination (TFICF) of the above
and O, i.e., Weightvv”. of word t in jth
category is computed as follows:

Word
Similarity
Matrix
(WSM)

Sentence
Similarity
Matrix
(SSM)

wij =THj xICF Figure 2: Iterative computation of word and
=T x(log(M) -log(CF;)) ®3) sentence similarities
2) Using word weightsw;) computed in 1), a In Figure 2, each category has a word
sentence weight W,) in jth category are similarity matrixWSM, and a sentence similarity
computed as follows: matrix SSM. In each iterationn, we update
WSM, whose rows and columns are labeled by
Wy FWo LW all content words encountered in the
Wi = N “) representative sentences of each category and

input unclassified sentences. In that matrix, the
where N is the total number of words in a cell (j) holds a value between O and 1,
sentence. indicating the extent to which thigh word is
. contextually similar to thgth word. Also, we
3) The representative sentences of each categorxee and update$SM, which holds similarities
are sorted in the decreasing order of weight, P P '

among sentences. The rowsS3$M correspond

which was computed in 2). And then, the top " lassified ¢ d th | ¢
70% of the representative sentences are selecte € unciassified sentences and the columns to

and used in our experiment. It is decided NE representative sentences. In this paper, the
empirically. number of input sentences of row and column in

SSM is limited to 200, considering execution
1.2.2 Extending representative sentence sets  time and memory allocation.
To extend the representative sentence sets, the To compute the similarities, we initialize
unclassified sentences are classified into theirWWSM, to the identity matrix. That is, each word
related category through measuring similaritiesis fully similar (1) to itself and completely
of the unclassified sentences to the dissimilar (0) to other words. The following
representative sentences. steps are iterated until the changes in the

(1) Measurement of word and sentence similarity values are small enough.

similarities
As similar words tend to appear in similar
contexts, we compute the similarity by using 2
contextual information (Kim H. et al.,, 1999;
Karov Y. et al., 1999). In this paper, words and
sentences play complementary roles. That is, 2) Affinity formulae

sentence is represented by the set of words itq gimp|ify the symmetric iterative treatment of
contains, and a word by the set of Sentences in;yijarity hetween words and sentences, we
which it appears. Sentences are similar to thedefine an auxiliary relation between words and

\(/av)(()tredn; atrheatsirtnhig tgotrr:tslgxtselmlttiratvrr?é?/sépgre]grsentences as affinity. A wond/ is assumed to
in similar sentences. This definition is circular. have a certain affinity to every sentence, which

1. Update the sentence similarity mat8sM,
using the word similarity matritVSM.
Update the word similarity matriXVSM,
using the sentence similarity matBsM,.



is a real number between 0 and 1. It reflects theThe weights are not changed in their process of

contextual relationships betweew/ and the
words of the sentence. W belongs to a
sentences, its affinity to Sis 1. If W is totally
unrelated taS, the affinity is close to 0. W is
contextually similar to the words & its affinity
to Sis between 0 and 1. In a similar manner, a
sentenceS has some affinity to every word,
reflecting the similarity ofS to the sentences
involving that word.

Affinity formulae are defined as follows
(Karov Y. et al., 1999). In these formula®,[J S
means that a word belongs to a sentence:

aff, (W, S) = maxy, s sim, (W, W)
aff, (S W) = maxyps, sim, (S, S;)

(5)
(6)

In the above formulaen denotes the iteration
number, and the similarity values are defined by
WSM, and SSM. Every word has some affinity

to the sentence, and the sentence can be

represented by a vector indicating the affinity of
each word to it.

(3) Similarity formulae

The similarity of W to W, is the average affinity
of the sentences that inclull¢ to W,, and the
similarity of a sentenc&, to S, is a weighted
average of the affinity of the words 8 to S..
Similarity formulae are defined as follows
(Karov Y. et al., 1999):

simy,1(S1, S;) = ) weightW, §)) aff,, (W, S;) (7)
if W, =W,
simy.; (Wi, W,) =1
else
simy,q (W, W) = Z weight(S,W; ) (aff,, (S,W,) (8)
wiTs
The weights in Formula 7 are computed

following the methodology in the next section.
The sum of weights in Formula 8, which is a
reciprocal number of sentences that cont&jn

corresponding entries ¥/SMandSSM.

(4) Word weights

In Formula 7, the weight of a word is a product
of three factors. It excludes the words that are
expected to be given unreliable similarity values.

iterations.

1.Global frequency Frequent words in total

sentences are less informative of sense and of
sentence similarity. For example, a word like
‘phil-yo(necessity)’ frequently appears in any
sentence. The formula is as follows (Karov Y.
et al., 1999):

O O
maxD,1- —freq(\N) 0
O

, 9)
0 max5, freq(x)

In (9), max5freq(x) is the sum of the five
highest frequencies in total sentences.

2.Log-likelihood factor In general, the words

that are indicative of the sense appear in
representative sentences more frequently than
in total sentences. The log-likelihood factor

captures this tendency. It is computed as
follows (Karov Y. et al., 1999):

Priv;)
In (10), Pr(W) is estimated from the
frequency ofW in the total sentences, and
Pr(W|W) from the frequency ofW in
representative sentences. To avoid poor
estimation for words with a low count in
representative sentences, we multiply the log-
likelihood by (11) wherecount(W) is the
number of occurrences W in representative
sentences. For the words which do not appear
in representative sentences, we assign weight
(2.0) to them. And the other words are
assigned weight that adds 1.0 to computed
value:

mm@,—”“”“"“E (12)

3

3.Part of speech Each part of speech is
is 1. These values are used to update the

assigned a weight. We assign weight (1.0) to
proper noun, non-predicative common noun,
and foreign word, and assign weight (0.6) to
active-predicative common noun and stative-
predicative common noun.



The total weight of a word is the product of the according to theix’ statistic with respect to the
above factors, each normalized by the sum ofcategory. Using the two-way contingency table
factors of the words in a sentence as follows of a wordt and a categoryg — i) A is the number
(Karov Y. et al., 1999): of timest andc co-occur, ii) B is the number of
timest occurs without, iii) C is the number of
(12) timesc occurs without, iv) D is the number of
factor(W, S) times neithec nort occurs, and vi) N is the total
f number of sentences- the word-goodness
measure is defined as follows (Yang Y. et al.,
In (12), factoW, 9§ is the weight before 1997):
normalization.

2

(5) Assigning unclassified sentences to a x2(t,c)= N*(AD-CB)

category (A+C)(B+D)(A+B)(C+D)
We first computed similarities of the
unclassified sentences to the representative To measure the goodness of a word in a
sentences. And then, we decided a similarityglobal feature selection, we combine the
value of each unclassified sentence for eachcategory-specific scores of a word as follows:
category using two alternate ways.

i X2ax(®) =max x2(t,c,)} (17)
. 1 . i=1
STx,c) =1y Sms)  a9)
o n &, S0k

(16)

0 1.3.2 Text classifier
sim(X,¢;) = max%s.m(x S)D (14) The method that we use for classifying

documents is naive Bayes, with minor
modifications based on Kullback-Leibler
' Divergence (Craven M. et al., 1999). The basic
idea in naive Bayes approaches is to use the joint
probabilities of words and categories to estimate
the probabilities of categories given a document.
iven a documentd for classification, we
calculate the probabilities of each categomrgs
follows:

In (13) and (14), i)}X is an unclassified sentence
ii) C=1c.,Cy,....0mp is a category set, and i)
Re={S.,S;.-.Sn} is a representative sentence
set of category,.

Each unclassified sentence is assigned to
category which has a maximum similarity value.
But there exist unclassified sentences which do
not belong to any category. To remove these
unclassified sentences, we set up a threshold
value using normal distribution of similarity pe|g)= Pf(C)Pf(d|C)_pr(C) Pre; o) NG
values as follows: P rd)

log Pr(c) Pr( 1)
. O Prt. |d)] 18
max{gluré(X,ci)} > u+ 60 (15) n +|Z' "t [d)log Pr; |d)E 49

In (15), i) X is an unclassified sentence,iijs N the above formula, in is the number of
an average of similarity values, iy is a  Words ind, ii) N(t|d) is the frequency of word

standard deviation of similarity values, andgy) " documentd, ‘i) T is the size of the
is a numerical value corresponding to vocabulary, and iv}t is theith word in the

threshold(%) in normal distribution table. vocabu_lary. Pr(tjc) thus represents the
probability that a randomly drawn word from a

randomly drawn document in categarwvill be

1.3 Feature selection and text classifier the wordt. Pr(t|d) represents the proportion of
. words in documend that are wordt. Each
1.3.1 Feature Selection probability is estimated by formulae (19) and

The size of the vocabulary used in our (20), which are called the expected likelihood
experiment is selected by ranking words



estimator (Li H. et al.,, 1997). The category
predicted by the method for a given document is
simply the category with the greatest score. This
method  performs  exactly the same
classifications as naive Bayes does, but produceg

2.3 Primary results

.3.1 Results of the different combinations of

classification scores that are less extreme. similarity value decisions and thresholds
We evaluated our method according to the
N(t;,c)+0.5 different combinations of similarity value
Prt; |¢) = — (19) decisions and thresholds in section 1.2.2. We
ZN(tj ,C) +0.5xT, used thresholds of top 5%, top 10%, top 15%,
= top20% in formula (15), and tested the two
0 N(t;,d)+0.5 _ options, average and maximum in formulae (13)
Ty It N(G, )= 0 and (14). We limited our vocabulary to 2,000
Pr(t;|d) = g Z N(t;,d)+0.5xT, (20) words in this experiment.
H' 0 if N(t;,d)=0

——Close Test(max) —#— Close Test(avg)
—&— Open Test(max) =—— Open Test(avg)

2 Evaluation of experiment
0.78

0.72 —

2.1 Performance measures T o7 R —
5 —  —F =

In this paper, a document is assigned to only one| § °’ o
£

category. We use the standard definition of

0.68 ﬁ%\x\(

recall, precision, and, measure as performance 0.67
measures. For evaluating performance average 0.66 : : ‘
across categories, we use the micro-averaging 5% 10% 15% 20%

method. Fmeasure is defined by the following hrestote()

formula (Yang Y. et al., 1997):

Figure 3: Results of the different combinations of
similarity value decisions and thresholds

2rp 21)

r+p Figure 3 shows results according to the two
options in each threshold. Here, the result using

where r represents recall and p precision. [tmaximum was better than that using average

balances recall and precision in a way that giveswith regrad to all thresholds. The results of top

them equal weight. 10% and top 15% were best. Therefore, we used

the maximum in the decision of similarity value

and top 15% in threshold in our experiments.

Fl(r! p) =

2.2 Experiment settings

We used total 47 categories in our experiment.
They consist of 2,286 documents to be collected
in web. We did not use tag information of web . . .
documents. And a so-called bag of words or FOr the fair evaluation, we embodied a
unigram representation was used. Table 2 showdraditional system by supervised learning using

2.3.2 The proposed system vs. the system by
supervised learning

the settings of experiment data in detail. the same feature selection methad gtatistic)
and classifier (naive Bayes Classifier), as used in
Table 2: Setting experiment data the proposed system. And we tested these
systems and compared their performance:
vor [ or | SgE [l
doc. sen. : :

in a cat.| in a doc.

Training | 1,383
Set (60%)

903
Test Set (40%)

67,506 29.4 48.8

56,446 19.2 62.5
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