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1997; Kameyama, 1997). In other cases, these modules

We compare the potential of two classes of linear and hi&'€ integrated by means of statistical (Ge et al., 1998) or

erarchical models of discourse to determine co-referencéncertainty reasoning techniques (Mitkov, 1997).
links and resolve anaphors. The comparison uses a cor- The fact that current anaphora resolution systems rely

pus of thirty texts, which were manually annotated for€xclusively on the linear nature of texts in order to de-
co-reference and discourse structure. termine the LPA of an anaphor seems odd, given that

several studies have claimed that there is a strong rela-
1 Introduction tion between discourse structure and reference (Sidner,
. . 1981; Grosz and Sidner, 1986; Grosz et al., 1995; Fox,
Most current anaphora resolution systems implement § 9g7. \jonk et al.. 1992: A&zam et al.1998; Hitzeman
pipeline architecture with three modules (Lappin and Le-and F;oesio, 1998,). Theée studies claim. o,n the one hand,

ass, 1994; Mitkov, 1997; Kameyama, 1997).

1. A CoLLECT module determines a list of potential
antecedents (LPA) for each gfer (pronoun, defi-

that the use of referents in naturally occurring texts im-
poses constraints on the interpretation of discourse; and,
on the other, that the structure of discourse constrains the

nite noun, proper name, etc.) that have the potential-PAS 10 which anaphors can be resolved. The oddness

to resolve it.

. A FILTER module eliminates referees incompatible
with the anaphor from the LPA.

. A PREFERENCEmModule determines the most likely
antecedent on the basis of an ordering policy.

In most cases, the@.LECT module determines an LPA

by enumerating all antecedents in a window of text that0
precedes the aphor under scrutiny (Hobbs, 1978; Lap- c

pin and Leass, 1994; Mitkov, 1997; Kameyama, 1997
Ge et al., 1998). This window can be as small as tw

or three sentences or as large as the entire preceding,

text. The FLTER module usually imposes semantic con-
straints by requiring that the anaphor and potential an
tecedents have the same number and gender, that sel
tional restrictions are obeyed, etc. Th&@HFERENCE
module imposes preferences on potentialeaetents

of the situation can be explained by the fact that both
groups seenprima facieto be right. Empirical exper-
iments studies that employ linear techniques for deter-
mining the LPAs of anaphors repo#daall and precision
anaphora resolution results in the range of 80% (Lappin
and Leass, 1994; Ge et al., 1998). Empirical experiments
that investigated the relation between discourse structure
and reference also claim that by exploiting the structure
f discourse one has the potential of determining correct
o-referential links for more than 80% of the referential

6expressions (Fox, 1987; Cristea et al., 1998) although to

date, no discourse-based anaphora resolution system has
en implemented. Since no direct comparison of these
two classes of approaches has been made, it is difficult to
determine which group is right, and what method is the

§est.

In this paper, we attempt to fill this gap by empiri-
cally comparing the potential of linear and hierarchical

on the basis Of. the|r grammatical roles, F""‘"’“Ie"srn’models of discourse to correctly establish co-referential
frequer_my, proximity, etc. In some cases, anaphqrqinks in texts, and hence, their potential to correctly re-
FeSO'U“O” system.s |mpl_ement these modulgs .GXpI'C'soIve anaphors. Since it is likely that both linear- and
itly (Hobbs, 1978; Lappin and Leass, 1994; Mitkov, discourse-based anaphora resolution systems can imple-
* On leave from the Faculty of Computer Science, University “Al. 1. mentsimilar FLTER and FREFERENCEstrategies, we fo-
Cuza” of lasi. cus here only on the strategies that can be useddto- C



LECT lists of potential antecedents. Specifically, we fo- Theory (VT) (Cristea et al., 1998), which is described
cus on determining whether discourse theories can helpriefly below.

an anaphora resolution system determine LPAs that S 5 \eins Theor

"better” than the LPAs that can be computed from a lin-= y ] ) .
ear interpretation of texts. Section 2 outlines the theoretiVT extends and formalizes the relation between dis-
cal assumptions of our empirical investigation. Section 3course structure and reference proposed by Fox (1987).
describes our experiment. We conclude with a discussiol identifies "veins”, i.e., chains of elementary discourse

of the results. units, over discourse structure trees that are built accord-
ing to the requirements put forth in Rhetorical Structure
2 Background Theory (RST) (Mann and Thompson, 1988).

) One of the conjectures of VT is that the vein expres-
2.1 Assumptions sion of an elementary discourse unit provides a coher-
Our approach is based on the following assumptions: ent "abstract” of the discourse fragment that contains

. . that unit. As an internally coherent discourse fragment,
1. For each arghor in a text, an anaphora resolution y 9

d L PA th . f most of the anaphors and referential expressions (RES)
system must produce an that contains a refery, o nit must be resolved to referees that occur in the

ent to which thgz anaphor can be resolved. The SIZ&ext subsumed by the units in the vein. This conjec-
.Of this LPA varies from system to system, depend'ture is consistent with Fox’s view (1987) that the units
ing on the theory a system implements. that contain referees to which anaphors can be resolved
2. The smaller the LPA (while retaining a correct an- are determined by the nuclearity of the discourse units
tecedent), the less likely that errors in the ER that precede the apbors and the overall structure of dis-
and RReFerRENCEmModules will affect the ability of course. According to VT, REs of both satellites and nu-
a system to select the appropriate referent. clei can access referees of hierarchically preceding nu-
cleus nodes. REs of nuclei can mainlgcess referees of
preceding nuclenodes and of directly subordinated, pre-
ceding satellite nodes. And the interposition of a nucleus
after a satellite blocks theccessibity of the satellite for
all nodes that are lower in the corresponding discourse
structure (see (Cristea et al., 1998) for a full definition).

anaphor, theory A produces an LPA that contains a Hence, the fundamental intuition underlying VT is

: . that the RST-specific distinction between nuclei and
referee to which the anaphor can be reSOIVEd’Wh.'Iesatellites constrains the range of referents to which
theory B produces an LPA that does not contain

. anaphors can be resolved; in other words, the nucleus-
i/luc():rr(]aci/ é?fﬁai?égsg;yaﬁaﬁhgret:ﬁ; ;?; 2 ;?gg%ei'satellite.distinction.induces fosraph anphor (andeach
an LPA Wi,th two referees and th,eory B produces anreferent|al expression) a Domain of Referential Acces-

LPA with seven referees (each LPA containinga ref-S'b{I/'}ryéD%?{ezg resetlﬁgrt acrg]‘obr ; rlgs Z‘l \?elzcgur:gal:r?ilrt]-
eree to which the anaphor can be resolved), theor%j’ yp y

3. Theory Ais better than theory B for the task of ref-
erence resolution if theory A produces LPAs that
contain more antecedents to which phars can be
correctly resolved than theory B, and if the LPAs
produced by theory A are smaller than those pro-
duced by theory B. For example, if for a given

Ais considered better than theory B because it has ng referential expressions that were used in a subset of

higher probability of solving that anaphor correctly. the discourse units that precedgthis subset is called

eDRAof u. For any elementary unit in a text, the
We consider two classes of models for determining thecorrespondind®RAis computed automatically from the
LPAs of anaphors in a text: rhetorical representation of that text in two steps:

Linear-k models. This is a class of linear models in 1. Headsfor eachnode are computed bottom-up over
which the LPAs include all the references found in the the rhetorical representation tree. Heads of elemen-
discourse unit under scrutiny and the k discourse units  tary discourse units are the units themselves. Heads
that immediately precede it. Linear-0 models an ap- of internal nodes, i.e., discourse spans, are com-
proach that assumes that all anaphors can be resolved puted by taking the union of the heads of the im-
intra-unit; Linear-1 models an approach that corresponds  mediate child nodes that are nuclei. For example,

roughlyto centering (Grosz et al., 1995). Linear-k is con- for the text in Figure 1, whose rhetorical structure is
sistent with the assumptions that underlie most current  shown in Figure 2, the head of span [5,7] is unit 5
anaphora resolution systems, which look baaknits in because the head of the immediate nucleus, the ele-
order to resolve an anaphor. mentary unit5, is 5. However, the head of span [6,7]

isthe list(6,7) because both immediate children are

Discourse-VT-k models. In this class of models, LPAs . : .
nuclei of a multinuclear relation.

include all the referential expressions found in the dis-
course unit under scrutiny and theliscourse unitsthat 2. Using the results of step Mein expressions are
hierarchically precede it. The units that hierarchically computed top-down for eaaiode in the tree. The
precede a given unit are determined according to Veins  vein of the root is its head. Veins of child nodes



space required to resolve referential expressions when

1. |richael D. Casey,|a Lop JohnsonsTohnson using Linear models vs. Discourse-VT models. For ex-
manager, moved to @, ample, for text and the RST tree in Figures 1 and 2, the
a small biotechnology concern here, Discourse-VT model narrows the search space required

to resolve the anaphdhe smaller companin unit 9.
According to VT, we look for potential antecedents for
the smaller companin the DRA of unit 9, which lists
units 1, 8, and 9. The anteceddnénetic Therapy, Inc.

2. to becomefits) president and chief

operating ocfficer. |

3. |Mr. Casey, 486 wvears old, was| president of

J&d's Mclell Pharmaceuticsl subsidiary,| appears in unit 1; therefore, using VT we search back 2
4. which was merged with another J&T unit, units (units 8 and 1) to find a correct antecedent. In con-

Orthe Phamaceutical Corp., this year in trast, to resolve the same reference using a linear model,

a cost-cutting move. four units (units 8, 7, 6, and 5) must be examined be-
- succeeds M. James Barrett, 50, fore Genetic Therapys found. Assuming that referen-

tial links are established as the text is proces&ahetic

az |president of Genetic Therapy. . L. .
[e £ of Genetic Therapy)] Therapywould be linked back to pronoduits in unit 2,

6. Mr. B tt i hief t1 £fi . . . .
Tr TRTREET ToReans chish smecubive oftesr which would in turn be linked to the first occurrence of
7. and becomes chaimman. the anteceder@®enetic Therapy, Incin unit 1, the an-
8. |Mr. Casey| said tecedent determined directly by using VT.
9. | he|made the move to . . . . .
In general, when hierarchical adjacency is considered,

10. b h health i t d .
scause [he Jsaw health care moving towar an anaphor may be resolved to a referent that is not the

technologies like gene therapy  closestin a linear interpretation of a text. Similarly, a ref-

products. erential expression can be linked to a referee that is not
11.[1]believe that the field is emerging and is the closest in a linear interpretation of a text. However,

prepared to break loose, this does not create problems because we are focusing
12. said. here only on co-referential relations of identity (see sec-

tion 3). Since these relations induce equivalence classes
over the set of referential expressions in a text, it is suffi-

Figure 1: An example of text and its elementary units.Cient that an anaphor or referential expression is resolved

The referential expressions surrounded by boxes and eE’ any of tr;e membder s of t(l/(?rrerI]evar}t equi_v:lallence class.
lipses correspond to two distinct co-referential equiv-' °" eramp.e, accor .'n?:.to 1t € ret;srel_ntll(a ;)épresTlon
alence classes. Referential expressions surrounded B ©aseyin unit 5 in Figure 1 can be linked directly

boxes refer taMr. Casey those surrounded by ellipses nly to the refereddr Casgyin_unit 1, because th.R.A
refer toGenetic Therapy Inc. of unit5is{1,5}. By considering the co-referential links

of the REs in the other units, the full equivalence class
can be determined. This is consistent with the distinction

: . between "direct” and "indirect” references discussed by
are computed recursively according to the rules de'Cristea et al.(1998).

scribed by Cristea et al.(1998). TB&RAof a unitu

is given by the units that preceddn the vein.

For example, for the text and RST tree in Figures 1

and 2, the vein expression of unit 3, which contains3 The Experiment
units 1 and 3, suggests that anaphors from unit 3

should be resolved only to referential expressions

in units 1 and 3. Because unit 2 is a $dteto 3.1 Materials

unit 1, it is considered to be "blocked” to referen-

tial links from unit 3. In contrast, th®RAof unit  \we ysed thirty newspaper texts whose lengths varied
9, consisting of units 1, 8, and 9, reflects the intu-yigely: the mearv is 408 words and the standard de-
ition that anaphors from unit 9 can be resolved onlyyjation ;, is 376. The texts were annotated manually for
to referential expressions from unit 1, which is the co_reference relations of identity (Hirschman and Chin-
most important unit in span [1,7], and to unit 8, a chor, 1997). The co-reference relations define equiv-
satellite that immediately pcedes unit 9. Figure 2. gjence classes on the set of all marked referents in a
shows the heads and veins of all internal nodes inext. The texts were also manually annotated by Marcu

the rhetorical representation. et al. (1999) with discourse structures built in the style
. of Mann and Thompson (1988). Each discourse analy-
2.3 Comparing models sis yielded an average of 52 elementary discourse units.

The premise underlying our experiment is that there are&see (Hirschman and Chinchor, 1997) and (Marcu et al.,
potentially significant differences in the size of the search1999) for details of the annotation processes.
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Figure 2: The RST analysis of the text in figure 1. The tree is represented using the conventions proposed by Mann
and Thompson (1988).

3.2 Comparing potential to establish co-referential ~ companyand another referential expression in units 9, 8,
links 7, or 6. For the Discourse-VT-3 model and the same ref-
erential expression, we estimate whether a co-referential
3.2.1 Method link can be established betwettre smaller compangnd
The annotations for co-reference relations and rhetoricahnother referential expression in units 9, 8, 1, or 7, which
structure trees for the thirty texts were fused, yieldingcorrespond to thBRAof unit 9 (units 9, 8, and 1) and to
representations that reflect not only the discourse strua4nit 7, the closest unit preceding unit 9 that is not in its
ture, but also the co-reference equivalence classes spBRA
cific to each text. Based on this information, we eval- For the Discourse-VT-k models, we assume that the
uated the potential of each of the two classes of modExtendedDRA(EDRA of sizek of a unitu (EDRA, (u))
els discussed in section 2 (Linear-k and Discourse-VT-k)s given by the firstt < k units of a sequence that
to correctly establish co-referential links as follows: For lists, in reverse order, the units of t/¥RA of u plus
each model, each, and each marked referential expres-the & — [ units that precede but are not in itsDRA
siona, we determined whether or not the correspondingFor example, for the text in Figure 1, the follow-
LPA (defined overk elementary units) contained a ref- ing relations hold: EDRA(9) = 9; EDRA(9) =
eree from the same equivalence class. For example, far, 8; EDRA(9) = 9,8,1; EDRA(9) = 9,8,1,7;
the Linear-2 model and referential expresdiomsmaller EDRA,(9) = 9,8,1,7,6. For Linear-k models, the
companyn unit 9, we estimated whether a co-referential EDRA, (u) is given byu and thek units that immedi-
link could be established betweéme smaller company ately precede:.
and another referential expression in units 7, 8, or 9. The potentialp(M, a, EDRA,) of a modelM to de-
For the Discourse-VT-2 model and the same referentiatermine correct co-referential links with respect to a ref-
expression, we estimated whether a co-referential |in|@rentia| expressiom in unit , given a Corresponding
could be established betwe#me smaller compangnd  EDRAOof size k (EDRA; (u)), is assigned the value 1 if
another referential eXpreSSion inunits 1, 8, or 9, Wh|Chthe EDRAcontains a co-referent from the same equiva_
correspond to thBRAof unit 9. lence class ag. Otherwisep(M, a, EDRA,) is assigned
To enable a fair comparison of the two models, when the value 0. The potential(M, C, k) of a model M
is larger than the size of tHeRA of a given unit, we ex- to determine correct co-referential links for all referen-
tend thaDRAusing the closest units that precede the unittial expressions in a corpus of texts using EDRAs
under scrutiny and are not already in th&®A Hence, of size k, is computed as the sum of the potentials
for the Linear-3 model and the referential expresstmn  p(M, a, EDRA;) of all referential expressionsg in C'.
smaller companyn unit 9, we estimate whether a co- This potential is normalized to a value between 0 and
referential link can be established betwabe smaller 1 by dividingp(M, C, k) by the number of referential



expressions in the corpus that have an antecedent.

By examining the potential of each model to correctly :
determine co-referential expressions for each is pos- ' - =
sible to determine the degree to which an implementa
tion of a given approach can contribute to the overall
efficiency of anaphora resolution systems. That is, if a
given model has the potential to correctly determine ¢
significant percentage of co-referential expressions witt
small DRAs, an anaphora resolution system implement-
ing that model will have to consider fewer options over- :
all. Hence, the probability of error is reduced. el 1

3.2.2 Results

The graph in Figure 3 shows the potentials of the Linear- . ErEs
k and Discourse-VT-k models to correctly determine co- '
referential links for eactt from 1 to 20. The graph in
Figure 4 represents the same potentials but focuses onkjigure 3: The potential of Linear-k and Discourse-VT-
onks inthe interval [2,9]. As these two graphs show, thek models to determine correct co-referential lirffs<
potentials increase monotonically withthe VT-k mod- & < 20).
els always doing better than the Linear-k models. Even-
tually, for largeks, the potential performance of the two
models converges to 100%.
The graphs in Figures 3 and 4 also suggest resolutio
strategies for implemented systems. For example, th “** | e
graphs suggests that by choosing to work vEDRAs
of size 7, a discourse-based system has the potential «*“**
resolving more than 90% of the co-referential links in
a text correctly. To achieve the same potential, a linear i
based system needs to look back 8 units. If a system doe _
not look back at all and attempts to resolve co-referentia
links only within the unit under scrutingk = 0), ithas ~ _
the potential to correctly resolve about 40% of the co- = 1 B 3 . 5 M ? ' a
referential links. ——T oo Lk i
To provide a clearer idea of how the two models differ,
Figure 5 shows, for each, the value of the Discourse-
VT-k potentials divided by the value of the Linear-k po-
tentials. Fork = 0, the potentials of both models are
equal because both use only the unit in focus in order td < 9).
determine co-referential links. Fér= 1, the Discourse-
VT-1 model is about 7% better than the Linear-1 model.
As the value ofk increases, the value Discourse-VT- the corpus and each, we determined the potentials of
k/Linear-k converges to 1. both VT-k and Linear-k models to establish correct co-
In Figures 6 and 7, we d|sp|ay the number of eXCep_rEferential links in that text. Foks smaller than 4, the
tions, i.e., co-referential links that Discourse-VT-k and difference in potentials was statistically significant. For
Linear-k models cannot determine correctly. As one€xample, fok = 3,¢ = 3.345,df = 29, P = 0.002. For
can see, over the whole corpus, for edch< 3, the  valuesofk larger than or equal to 4, the difference was no
Discourse-VT-k models have the potentia| t_o determinelonger Significant. These results are consistent with the
correctly about 100 more co-referential links than thegraphs shown in Figure 3 to 7, which all show that the

Linear-k models. A¢ increases, the performance of the Potentials of Discourse-VT-k and Linear-k models con-
two models converges. verges to the same value as the valué ofcreases.

A

Figure 4: The potential of Linear-k and Discourse-VT-
k models to determine correct co-referential lirfRs<

3.2.3 Statistical significance 3.3 Comparing the effort required to establish

In order to assess the statistical significance of the differ- ~ co-referential links

ence between the potentials of the two models to estab3.3.1 Method

lish correct co-referential links, we carried out a Paired-The method described in section 3.2.1 estimates the po-
Samples T Test for eadh In general, a Paired-Samples tential of Linear-k and Discourse-VT-k models to deter-
T Test checks whether the mean of casewise differencesine correct co-referential links by treatii€PRAs as
between two variables differs from 0. For each text insets. However, from a computational perspective (and
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Figure 5: A direct comparison of Discourse-VT-k Figure 7: The number of co-referential links that cannot
and Linear-VT-k potentials to correctly determine co- be correctly determined by Discourse-VT-k and Linear-k
referential links(0 < & < 20). models(1 < k < 10).

of units between: and the first unit iEDRA; (u) that
contains a co-referential expressionof

The efforte(M, C, k) of a model} to determine cor-
rect co-referential links for all referential expressions in
a corpus of text§' usingEDR#As of sizek was computed
as the sum of the effortd M, a, EDRA; ) of all referen-
tial expressions in C.

it

B el SECARL i

B = ST 3.3.2 Results
Figure 8 shows the Discourse-VT-k and Linear-k efforts
-------- computed over all referential expressions in the corpus

and allks. It is possible, for a given referentand a

. L givenk, that no co-referential link exists in the units of
Figure 6: The number of co-referential links that cannotyj, o correspondingDRA,. In this case, we consider that
be correctly determined by Discourse-VT-k and Linear-kine effort is equal td. As a consequence, for smak
models(0 < k < 20). the effort required to establish co-referential links is sim-
ilar for both theories, because both can establish only a
limited number of links. However, ak increases, the
presumably, from a psycholinguistic perspective as well)effort computed over the entire corpus diverges dramat-
it also makes sense to compare dffert required by the ically: using the Discourse-VT model, the search space
two classes of models to establish correct co-referentigior co-referential links is reduced by about 800 units for a
links. We estimate this effort using a very simple metric COrpus containing roughly 1200 referential expressions.
that assumes that the closer an antecedent is to a cog:3 3  gtatistical significance
responding referential expression in tBBRA the bet-
ter. Hence, in estimating the effort to establish a co-
referential link, we treaEDR/As as ordered lists. For ex-
ample, using the Linear-9 model, to determine the correc
antecedent of the referential expresdiloa smaller com-
panyin unit 9 of Figure 1, it is necessary to search back
through 4 units (to unit 5, which contains the refer@et
netic Therapy. Had unit 5 beer. Cassey succeeds M.
James Barrett, 50pe would have had to go back 8 units
(tounit 1) in order to correctly resolve the Riie smaller
company In contrast, in the Discourse-VT-9 model, we
go back only 2 units because unit 1 is two units away .
from unit 9 EDRA/(9) = 9,8, 1,7,6,5,4, 3, 2). 4 Conclusion

We consider that the effort(M,a, EDRA;) of a  We analyzed empirically the potentials of discourse and
model M to determine correct co-referential links with linear models of text to determine co-referential links.
respect to one referentialin unit«, given a correspond- Our analysis suggests that by exploiting the hierarchi-
ing EDRAOf sizek (EDRA;(u)) is given by the number cal structure of texts, one can increase the potential

A Paired-Samples T Test was performed for eackor
each text in the corpus and eakhwe determined the
Fffort of both VT-k and Linear-k models to establish cor-
rect co-referential links in that text. For dlk the dif-
ference in effort was statistically significant. For exam-
ple, fork = 7, we obtained the valugs= 3.51,df =

29, P = 0.001. These results are intuitive: because
EDRAs are treated as ordered lists and not as sets, the
effect of the discourse structure on establishing correct
co-referential links is not diminished &sincreases.
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