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Abstract

Sanskrit, an ancient language with a rich linguistic heritage, presents unique challenges
for automatic speech recognition (ASR) due to its phonemic complexity and the phonetic
transformations that occur at word junctures, similar to the connected speech found in
natural conversations. Due to these complexities, there has been limited exploration of
ASR in Sanskrit, particularly in the context of its poetic verses, which are characterized
by intricate prosodic and rhythmic patterns. This gap in research raises the question:
How can we develop an effective ASR system for Sanskrit, particularly one that captures
the nuanced features of its poetic form? In this study, we introduce Vedavani, the first
comprehensive ASR study focused on Sanskrit Vedic poetry. We present a 54-hour
Sanskrit ASR dataset, consisting of 30,779 labelled audio samples from the Rig Veda
and Atharva Veda. This dataset captures the precise prosodic and rhythmic features
that define the language. We also benchmark the dataset on various state-of-the-art
multilingual speech models.! Experimentation revealed that IndicWhisper performed
the best among the SOTA models.

1 Introduction

Sanskrit, an ancient and highly inflected language, holds great importance in preserving the
knowledge of archaic India. Sanskrit is a language with fairly advanced disciplines of phonetics
(Siksa), prosody (Chandas), and grammar (Vyakarana). The language has a rich oral tradition,
and it tends to follow a phonemic orthography, resulting in systematic grapheme-phoneme
correspondences. Connected speech leads to phonemic transformations in utterances, and in
Sanskrit, this is faithfully preserved in writing as well [Krishna et al.2018].

Recent advancements in Sanskrit automatic speech recognition (ASR) include the introduc-
tion of a corpus comprising 1,360 sentences [Anoop and Ramakrishnan2019]. This was followed
by the development of an end-to-end ASR system utilizing connectionist temporal classification
(CTC), which demonstrated promising results with 5.5 hours of speech data [Suhani et al.2023].
Subsequently, the 78-hour Vakysancayah dataset was used to investigate various methods in
acoustic modeling and language processing [Adiga et al.2021]. More recent contributions to the
field include the Shrutilipi corpus with 27 hours of data [Javed et al.2023] and the Kathbath
dataset from the IndicSUPERB benchmark, which includes 102 hours of audio [Bhogale et
al.2023a].

However, despite these advances, there is still a significant gap. Existing datasets predomi-
nantly focus on prose, limiting their ability to capture the full linguistic diversity of Sanskrit.
Much of the pre-classical and classical literature of the language is composed in verse, where the
ordering of words is often dictated by metrical constraints rather than syntactic rules [Krishna et

!Our dataset and code are publicly available at https://github.com/SujeetNlp/Vedavani



Table 1: Zero-shot inference results of existing Sanskrit ASR models on the poetry test dataset

Models [WER CER
SPG-INXS-MMS 99.84  39.38
SPG-INXS-CCC-W2V | 99.84  39.39
SPG-INXS-W2V 103.20 40.05
IndicWhisper 109.80 46.05

al.2021] [Wright1968]. This arbitrarily ordered word poses a unique challenge for ASR systems.
To investigate whether current Sanskrit ASR models are capable of capturing the nuances of
poetry, we evaluated the performance of four Sanskrit ASR models: SPRING-INX-MMS,?
SPRING-INX-wav2vec2,? and SPRING-INX-ccc-wav2vec2,” along with IndicWhisper [Radford
et al.2023]. The models depicted in Table 1 exhibite a poor performance, with Word Error Rates
(WER) ranging from 99 to 110 and Character Error Rates (CER) from 39 to 46, underscoring
the need for specialized datasets.

We, thus, introduce a new dataset, Vedavani, devoted to Vedic Sanskrit poetry. This
collection consists of more than 54 hours of audio recordings totaling 30,779 sentences from the
Atharva Veda (2000-1500 BCE) and Rig Veda (pre-2000 BCE) [Lal2015]. Vedavani presents a
special chance to learn the grammatical and stylistic subtleties of classical Sanskrit poetry since
it catches the melodic rhythms, complex meters, and lyrical beauty of Vedic hymns and poems.

2 Data Collection

We curated textual resources for the Atharva Veda and Rig Veda from Wikipedia. Addition-
ally, we sourced audio transcriptions of Vedic recitations from the Internet Archive, selecting
recordings that accurately represent the traditional chanting style. We manually aligned the
text and audio modalities with meticulous attention to create a well-structured dataset. This
process involved segmenting the audio recordings into meaningful units corresponding to verses
or phrases in the textual transcripts. Each audio segment was carefully mapped to its respec-
tive textual counterpart, ensuring synchronization between spoken and written recitations. The
following sections provide a detailed explanation of our data alignment methodology, the chal-
lenges encountered, and the approaches used to ensure high-quality synchronization of textual
and audio data.

2.1 Textual Data Extraction

We obtained textual content for the 20 kandas® of the Atharva Veda' and 10 mandalas® of the
Rig Veda® from Wikipedia. The extraction process involved navigating the HTML structure
to isolate and capture relevant text while excluding non-essential elements such as numbers,
captions under images, etc. We ensured the text was free of special characters and standardized
formatting for consistency, preserving spaces between lines and punctuation marks to maintain
readability. This categorization facilitated easy retrieval of specific sections and optimized the
dataset for further analysis and study.

’https://asr.iitm.ac.in/models
3 Kandas and Mandalas refer to chapters in Atharva Veda and Rig Veda respectively

4https://sa.wikisource.org/wiki/3T DEEEE
5https://sa.wikisource.org/wiki/5FsJé Qe
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2.2 Audio Data Extraction

The audio recordings of the Atharva Veda® and Rig Veda' were obtained from the Internet
Archive. Each recording is about 40-45 minutes long, totaling 27 files for the Atharva Veda and
54 files for the Rig Veda, with a combined size of 5.4GB. We converted these files to wav format
and segmented them using pydub® library.

2.3 Textual-Audio Data Alignment

Upon segmenting the audio files into smaller chunks and obtaining corresponding text files,
our expectation was for the audio files to align line by line with the Mandalas and Kandas
of the Vedas, but we observed inconsistencies in the segmentation process, with audio chunks
sometimes spanning multiple lines or only capturing part of a line from the Vedic texts. To
resolve these issues, we adjusted the segmentation parameters, such as the minimum length of
silence and the silence threshold. Specifically, the minimum length of silence determines the
duration of silence (in milliseconds) required to trigger a split in the audio file, while the silence
threshold specifies the decibel level below which audio is considered silent. We set the minimum
length of silence in the range of 3-7 milliseconds and the silence threshold parameter to be in
the range of -30 to -70 dB. Even after trying, all these inconsistencies still persisted. Hence, the
decision was taken to manually align each of the chunks with its corresponding transcript.

During the manual alignment process, we added 500 ms of silence at the beginning and end of
each audio file for aesthetic purposes, as it was difficult to comprehend the abrupt beginning and
end of the audio against its respective transcript. For each of the audio files, we have manually
listened to the audio and aligned its transcript from the text corpus. We removed segments
shorter than 0.25 seconds of audio (1.25 seconds including silence). This process resulted in a
set of organized audio files along with their transcripts suitable for analysis. With the textual and
audio data aligned, we assembled what we now refer to as the Vedavani Corpus—a comprehensive
dataset designed to facilitate model training and evaluation.

Table 2: Overview of the Sanskrit Vedic corpus, including data statistics and the train-validation-
test split.

Corpus Number of Verses
Total 30,779

Rig Veda 20,782

Atharva Veda 9,997
Train/Val/Test Split | Percentage

Train 24,623 (80%)

Validation 3,078 (10%)

Test 3,078 (10%)

The dataset comprises a total of 30,779 verses, including 20,782 verses from the Rig Veda and
9,997 verses from the Atharva Veda. To facilitate model training and evaluation, the data is split
into training, validation, and test sets, with proportions of 80%, 10%, and 10%, respectively.
The dataset statistics are depicted in Table 2.

In Figure 1(a), we illustrate the duration of audio segments and their corresponding occurrence
frequencies. On average, the audio length spans 6.36 seconds, with extremes reaching 63 seconds
at maximum and 1.26 seconds at minimum duration. Furthermore, Figure 1(b) delineates the
distribution of number of characters per sentence. On average, each sentence comprises of 46

5Data collected from the organization *Veda Prasara Samithi*, available at https://archive.org/details/
atharvaveda_202107

"Data collected from the organization *Veda Prasara Samithi*, available at https://archive.org/details/
RigvedaChanting

8https://github.com/jiaaro/pydub
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Figure 1: Statistical analysis of Sanskrit audio and text data, including the distribution of audio
duration, and number of characters per sentence. All frequencies are presented on a logarithmic
scale.

characters, with variations observed across the dataset. The dataset have a rich vocabulary of
64,082 unique words, ranging from single-character words to those with 59 characters. These
metrics provide insight into the dataset’s linguistic diversity and structural composition.

3 Experiments and Results

We explored various state-of-the-art encoder-only and encoder-decoder models. For encoder-
only models, we utilized XLSR [Conneau et al.2020] (a multilingual variant of Wav2Vec2), which
employs self-supervised learning techniques to extract meaningful features from raw audio data,
eliminating the need for extensive labeled datasets. Notably, XLSR is pre-trained on 436,000
hours of unlabeled speech spanning 138 languages. Additionally, we fine-tuned the MMS model
[Pratap et al.2024], which is pre-trained using Wav2Vec2’s self-supervised training objective
on approximately 500,000 hours of speech data in over 1,400 languages. We also fine-tuned
the HuBERT model [Hsu et al.2021], which is trained primarily on large amounts of unlabeled
speech data, including the LibriSpeech dataset, which contains 960 hours of labeled audio, and
the LibriLight dataset, which comprises 60,000 hours of unlabeled audio. We also fine-tuned
pretrained Indic model - IndicWav2vec [Javed et al.2022]. We further carried out fine-tuning of
the models on Vedavani, which were already fine-tuned on Sanskrit, namely SPRING-INX-MMS
[Mary and Umesh2024], SPRING-INX-wav2vec2 [Mary and Umesh2024], and SPRING-INX-
cce-wav2vec2 [Mary and Umesh2024]. Encoder-only models like Wav2Vec2 generate predictions
solely based on the acoustic input, which may include noise. Consequently, the output often
contains spelling mistakes as the model struggles to differentiate between homophones. To
mitigate this issue, we employed n-gram language modeling using KenL.M [Heafield2011] to
construct the language model, which leverages statistical relationships between words based on
their previous occurances in the training corpus.

In addition to encoder-only models, we also explored various encoder-decoder models, specif-
ically different variations of Whisper [Radford et al.2023]. We fine-tuned three variations of
Whisper: small (244M), medium (769M), and large (1550M). The Whisper model was pre-
trained using a large-scale, weakly supervised approach, leveraging 680,000 hours of paired
audio and transcript data, spanning over 96 languages on various tasks, including transcription,
translation, and speech recognition, focusing on multilingual and multitask learning. We also
investigated distilled version of whisper i.e. Distil-Whisper [Gandhi et al.2023] (756M). Further-



Table 3: Comparison of encoder-only models for Sanskrit speech recognition, both with and
without external language models. W2V refers to Wav2Vec2, and SPG-INXS represents the
Sanskrit model fine-tuned by Spring Lab.

Models | Without LM With LM

WER CER | WER CER
XLSR (0.3B) 40.60 652 | 3149 527
XLSR (1B) 3887 638 |31.47 5.36
MMS (0.3B) 63.53 11.46 | 45.46  8.67
MMS (1B) 43.93 757 3538 6.39
HuBERT 49.63 828 |37.83 6.73
IndicW2V 52.37 9.16 [ 4546  8.67
SPG-INXS-MMS 3732 6.16 [ 29.42 5.09
SPG-INXS-CCC-W2V | 45.69  7.59 | 41.53 7.06
SPG-INXS-W2V 37.16 5.96 |[31.18 5.06

Table 4: Performance comparison of encoder-decoder models trained on IAST and Devanagari
scripts, where S, M, and L denote small, medium, and large model sizes, respectively.

Models ‘ IAST Devanagri
WER CER | WER CER
Whisper-S 35.96  6.35 28.77 5.26
Whisper-M 28.15  5.30 22.39 3.96
Whisper-L 26.06  4.55 20.71 3.84
IndicWhisper 23.14 4.12 | 21.76 3.81
Distil-Whisper-L | 25.76  4.52 25.28 4.44

more, we fine-tuned IndicWhisper [Bhogale et al.2023b], which was developed by fine-tuning the
Whisper medium model on the Vistaar [Bhogale et al.2023b] dataset, which encompasses over
10,700 hours of audio data across 12 Indian languages, including 207 hours of Sanskrit.

During preprocessing, we removed audio files exceeding 30 seconds to ensure a fair compari-
son, as Whisper does not support longer files. Our final train, development, and test datasets
contained 24,590, 3,073, and 3,075 verses, respectively. In terms of the encoder-only model, we
utilized the Devanagari script and identified a total of 70 unique characters, given its character-
level nature. On the other hand, the encoder-decoder model employed the International Al-
phabet of Sanskrit Transliteration (IAST) as well as the Devanagri script. We utilized the
indic-transliteration tool” to transliterate from Devanagri to IAST script. For a fair compar-
ison, we have utilized SLP1 [Scharf and Hyman2011] script while evaluating all the models
because each Sanskrit sound is represented by a single symbol in this encoding. For evaluation,
we employed two standard metrics: word error rate (WER) and character error rate (CER).

3.1 Results Analysis

Table 3 provides a comparative analysis of the performance of various encoder-only models.
The XLSR models (0.3B and 1B) achieved WER of 40.60 and 38.87, respectively. With the
addition of a language model (LM), their WER improved to 31.49 and 31.47. The MMS (0.3B)
model performed the worst, with a WER of 63.53, while MMS (1B) achieved a WER of 43.93.
The HuBERT model showed a WER of 49.63 and a Character Error Rate (CER) of 8.28.
The poor performance of IndicWav2Vec is likely due to the minimal inclusion of Sanskrit data
during its pre-training phase. Both SPG-INXS-MMS and SPG-INXS-Wav2Vec models yielded
similar WERs of 37.32 and 37.16 without using an LM. However, with the LM, SPG-INXS-MMS

“https://github.com/indic-transliteration/indic_transliteration_py
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outperformed SPG-INXS-Wav2Vec by 1.76 WER. points. SPG-INXS-CCC-Wav2Vec, despite
being fine-tuned on a Sanskrit dataset, performed poorly with a WER of 45.69 and a CER of
7.59. Overall, we observed that using an n-gram LM improved WER by an average of 8.87
points and CER by 1.19 points across the models.

Table 5: Distribution of word error rate (WER) and character error rate (CER) ranges, showing
the count of samples falling within each range.
WER Range Count ‘ CER Range Count

0-20 1837 0-4 2098
20-40 666 4-8 537
40-60 328 8-12 237
60-80 142 12-16 101
80-100 83 16-20 44

> 100 19 > 20 o8

The results of the encoder-decoder models are presented in Table 4. The Whisper model
shows improved performance with increasing model size, achieving WER of 35.96, 28.15, and
26.05 for the small, medium, and large models, respectively, on the IAST script. Additionally,
the model performs better on the Devanagari script, with WER of 28.88, 22.39, and 20.71 for
the small, medium, and large models, respectively. On the IAST script, IndicWhisper performs
best with a WER of 23.14 and a CER of 4.12. For the Devanagari script, IndicWhisper leads
in CER, but Whisper large performs slightly better in WER, with just a 0.05 difference. It
was surprising to find that Distil-Whisper (756M), despite having nearly half the parameters of
Whisper large (1550M), performed better on the TAST script with a WER of 25.76. However,
when fine-tuned on the Devanagari script, its WER was 4.57 points higher than that of Whisper
large. On average, all variants of the Whisper model performed 4.03 points better in WER and
0.7 points better in CER when fine-tuned on the Devanagari script compared to TAST.

4 Error Analysis

The WER and CER distributions of the generated output is presented in Table 5. As observed
in the table, ~60% samples have a WER of less than 20 while ~68% of the samples have a
CER of less than 4. However, it’s important to note that a small number of samples have
WER values exceeding 100. This high WER is attributed to word-splitting issues, where the
predictions contain more words than the reference. This discrepancy suggests that while the
models perform well on average, there are specific challenges related to word boundary detection
and segmentation that need to be addressed.

Additionally, the distribution shows that fewer samples fall into higher WER ranges. Similarly,
for CER, the majority of samples fall within the lower range, which is a positive indicator of the
models’ performance. The presence of higher CER values for a small fraction of samples indicates
that there might be specific phonetic or orthographic challenges that could be explored further.
Improving handling of word boundaries and refining phoneme recognition could potentially
enhance the accuracy of the models, especially for cases with higher WER and CER. Future
work could focus on addressing these specific error types to improve the overall performance and
reliability of the ASR systems.

In Table 6, we present examples of ASR-generated output using the best-performing model
and compare it with the reference transcriptions. These examples highlight different types of
errors encountered in Vedic Sanskrit Speech Recognition, including phonetic, structural, and
intonational discrepancies. Phonetic errors are evident in cases where similar consonants (e.g.,
20, ¥, ¥H) or short-long vowels are interchanged, leading to incorrect predictions. Structural
errors include word-splitting, merging, and Sandhi misrecognition, which significantly impact
meaning and syntactic integrity.



Table 6: Examples of sentences with different error types in Vedic Sanskrit Speech Recognition:
Phonetic, Structural, and Intonational
Reference ‘ Predicted

;I’;ﬁirawaﬁﬁqﬁﬁﬂﬁam ;é?%ﬁmaﬁﬁﬂﬁﬁ'ﬂaﬁaﬂ

TR, TSI NTHBd d5e: | TN, I Ve [
AW fafgdie arzr o Iowd | auene Afed= gz s Sed

EESUEISEEE fafgar wuzr:
A qe qEH A Sl q9d |6 92 d9d i RRsEser J
SR SR

TId e ga Mg Sl 9o | gd [mme Jaaeaiyd Sdl 9d 9%
gMH gH

: [h3IRT e aae ardenl goh: | ad: ThaIRT B~ Jcdiel g &l I
AFI TG € TR fa<d 9 AT | IPTd T 99 g6 [aed 99
GRS S EERIEGE A d A1 shafRIgRIed:

AYH o TTARTST IR T 19 AR o &7 T HYA TSI A7

Additionally, in Table 7, we present a range of errors encountered in ASR outputs, catego-
rized based on their linguistic nature. One prominent class of errors includes word-splitting
and word-conjunction (sandhi errors), where words are either incorrectly segmented or merged
inappropriately. For instance, the phrase mﬁq was erroneously split into ER] :ﬁ%f'sf, whereas

¢ WYTH was incorrectly merged into mw These errors disrupt syntactic struc-
ture and often alter the meaning of the text. Additionally, phoneme substitution errors were
observed, particularly in cases where similar phonetic units were misrecognized. This includes
errors in aspirated and unaspirated consonants, as seen in “hex ¥, which was incorrectly pre-
dicted as hes¥d, where ¥ was replaced by d. Similarly, confusion between phonetically close
consonants like 2T, ¥, and ¥ was frequent, leading to errors such as : being

predicted as q%ltlﬂmﬁ—?ﬁf

Furthermore, nasalization errors were prevalent, where different classes of nasal phonemes
were misrepresented. For example, the guttural nasal & was incorrectly replaced with the dental
nasal I, affecting phonetic accuracy and pronunciation consistency. In addition to phoneme-
level errors, character-level errors such as insertions, omissions, and substitutions were also
common. For instance, FFﬂTlT was incorrectly predicted as ﬂ_rﬁTITI due to unnecessary vowel

elongation, and = was reduced to ﬁ, omitting a critical character. These errors highlight the
inherent difficulties in processing Sanskrit’s rich phonological system, morphological complexity,
and intricate Sandhi transformations. Addressing these challenges requires ASR models to
incorporate linguistic priors, improved phoneme modeling, and enhanced contextual awareness
to achieve more accurate transcriptions.

5 Conclusion & Future Work

We have introduced a new dataset for Vedic ASR that complements the existing dataset to
broaden the spectrum of ASR for Sanskrit. In addition to the dataset, we also performed
benchmarking of the ASR models on our newly introduced dataset and studied the performance
of these models, thereby setting up the stepping stone for future research work.

The Vedas are classified as Shrutis, meaning that which is heard. As such, their transcription
includes precise indications of intonation, which are typically standard, low, high, and high-high
(a high tone followed by another high tone). Accurately capturing these intonations is crucial for
improving the model’s ability to recognize and differentiate the characters associated with each



Table 7: Types of errors observed in the ASR output, categorized by the nature of the discrep-
ancy between the reference and predicted texts. Comments explain the change in each set of

€rTors.
Error Type \ Comments \ Reference Predicted

Word-Split BIERE I EREIER] ERIEICE]
Word-Conjuction Irer STade: 3H AT e=aTH

g ->7 BIECIE] AT
Wrong Prediction q->H mﬁ- Wﬁ-

> SIS JgTH

HE 2: o7 3T

N T2 TA

W >3 EEEEEEREIE ERRGIREREE
Phoneme Substitution | 3 -> 3T w@@éqﬂ%\‘ld: W@E’gﬂ%ﬁ?

3T > F LARBHERh2:  JASRHBRh2l:

T ->T ST TNt

: : q->d e o sl

U ted-Aspirated == =
naspirate spirate = > 5

RN k2 [N

Guttural & -> H | ATRAURIGRIE  HATHHURT I
Palatal T -> 3T | S[SA=31H SIS o 3TH
Nasal Retroflex 9T -> = | 90 Tl TS Ta—<ar
Dental 5 -> H Tar el

Labial # -> F | TOqaH: g
Character Insertion IERNEEIET a_?ﬁ'QT ?‘F‘ﬁ'ﬂTi
Character Omission T HIT: = )

Character Substitution | ¥ -> = W W

intonation. In future work, we plan to enhance the dataset’s transcripts by including detailed
markers for intonation. This enhancement will enable the development of more robust models
or the creation of new models specifically designed to recognize and process these intonational
features effectively.
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