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Abstract

Extracting text from handwritten documents and converting it to a digital form, com-
monly called Handwritten Text Recognition (HTR), opens up new ways to access and
study scanned texts. In this case study, we perform HTR on Sanskrit manuscripts
from the Early Modern period, namely Vadakautuhala of Svamisastrin and Bhaskararaya
(early eighteenth century), and Mahavakyartha and Dvadasamahavakyarthavicara of un-
known authorship. The first is a Purva Mimamsa text from the 18th century, while the
other two are texts on the tradition of Vedanta. The proposed HTR method consists
of three steps: line segmentation, line recognition, and post-correction. For segmenting
line images from page images, we propose an approach that uses the scene text detection
method Character Region Awareness for Text Detection (CRAFT) to detect individ-
ual characters and applies customised logic to segment them into discrete lines of text.
To recognise text content from the segmented line images, we fine-tune a pre-trained
recognition model for the Devanagarl script provided by the EasyOCR library. The
post-correction model, which makes language-aware corrections to the recognition model
outputs, is a fine-tuned version of ByT5-Sanskrit, a pre-trained language model for San-
skrit. We observe that the proposed method performs better than out-of-the-box HTR
solutions by addressing problems that are unique to older Sanskrit manuscripts, such
as cramped and irregular line spacing, changes in the script over centuries, and stylistic
differences in writing due to location, period, and scribe.

1 Introduction

Handwritten Text Recognition (HTR) from historical manuscripts and converting the text to a
digital form allows researchers to efficiently search the manuscripts, track changes in word usage
over time, or simply count the frequency with which certain ideas appear. This allows for a
deeper comprehension of a period’s intellectual culture in a manner that would not be feasible
otherwise (Tabrizi, 2008; Chandna et al., 2016).

In this work, we consider three Sanskrit manuscripts from the Early Modern era. The first of
these is the 517-page manuscript Vadakautuhala (Svamisastrin and Bhaskararaya, 1721), whose
title translates as “Delight in Dispute” (hereafter referred as VK). This is a text in the school of
Mimamsa, a discipline concerned with the analysis of Vedic statements. The text is concerned
with a technical issue within Mimamsa, and reveals, amongst other things, the vibrancy and
sophistication of Sanskrit intellectual culture as late as the eighteenth century.! The other two
manuscripts are concerned with mahavakyas, or “Great Sentences,” particularly as applied in
certain kinds of Vedanta (Uskokov, 2018), where the term refers to identity statements stating,
for instance, that “This self is the supreme reality” Both texts are affiliated with Sankaracarya’s
school of Vedanta, are of unknown authorship and bear no date. One is a 16-page manuscript
called Mahavakyartha (Unknown, ndb), which translates to “Meaning of the Great Sentences”
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(hereafter MV) and the other is a 44-page manuscript called Dvadasamahavakyavicara (Un-
known, nda), which translates to “Examination of Twelve Great Sentences” (hereafter DMV).
The text defends the nondual interpretation of the Great Sentences. All three texts are part of
the Lalchand Research Library Collection?, which was formerly in Lahore and is now housed in
the DAV College in Chandigarh.

Although there have been significant advances in techniques to digitise text from handwritten
documents over the decades, challenges remain. Primarily, modern HTR techniques have diffi-
culty generalising across the diversity of layouts and complexity of template structures found in
various types of documents, each having its own reading order (left to right, right to left, top to
bottom, bottom to top, or boustrophedon), footnotes, scribbles, and doodles (Kiessling et al.,
2024; Nikolaidou et al., 2022; Janes et al., 2021; Kiessling, 2020; Simistira et al., 2016).

Furthermore, the Devanagari script, which is used to write Sanskrit, Hindi, Marathi, and
several other languages, presents unique challenges during HTR due to their inherent structural
complexity and the extensive use of conjunct consonants. Each character in Devanagari can have
multiple forms depending on its position in a word: whether it stands alone, begins a word, or
forms part of a conjunct. Sanskrit contains over a thousand bi-consonantal conjuncts and several
more conjuncts of three or more consonants. Further, the script features characters that combine
vertically and horizontally, creating visually distinct ligatures that lead to numerous potential
unique glyphs that an HTR technology is required to recognise.

In addition, the historical and stylistic variations in manuscripts introduce additional layers
of complexity. Calligraphy can vary widely between regions, periods, and individual scribes,
resulting in variations in script style, size, and ornamentation. These discrepancies pose a
challenge for traditional pattern recognition algorithms, which rely on consistency to match
scanned images with known characters. Furthermore, the degradation of manuscripts, including
fading ink, smudges, and paper wear, can obscure characters and make it difficult to perform
handwritten text recognition. AlKendi et al. (2024) provide a comprehensive survey of the
complexities and hurdles of digitising text from historical manuscripts.

In this case study, we overcome the challenges faced in performing HTR to digitise text from
the aforementioned Sanskrit manuscripts through a combination of deep learning, deterministic
logic, and domain-specific requirements of the use case (Philips and Tabrizi, 2020; Cutting and
Cutting-Decelle, 2021; Christy et al., 2017).

2 Literature Review

The recorded history of Handwritten Text Recognition (and Optical Character Recognition)
dates back to the 19th century, when patents were filed for reading devices to aid blind peo-
ple (Schantz, 1982). In the 20th century, the discipline evolved to develop character readers
for standardised documents. At this point, the standard approach to character recognition was
based on template matching and the use of handcrafted feature detectors, along with making use
of lexical information about the language (Sethi and Chatterjee, 1977; Sarkar et al., 2015; Kant
and Vyavahare, 2016; Pal and Chaudhuri, 2004). Bansal and Sinha (2001) successfully handled
both character segmentation and character recognition of printed Devanagari documents (which
included conjunct characters) using an intricate rule-based logic derived from domain knowl-
edge of the Devanagari script. More recent methods (Acharya et al., 2015; Deore and Pravin,
2020; Moudgil et al., 2023; Bhardwaj and others, 2020; Mohite and Shelke, 2018; Chavan et
al., 2014), segment document images into isolated characters and then train models to recognise
those characters.

Segmenting lines and words into isolated characters and sub-characters before recognition,
however, is a common source of error when digitising Devanagarl text because of the complex
nature of the Devanagari script, which contains more than 800 possible character shapes, which
are made up of combinations of a base character set of 127. Each of the consonant-consonant and
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consonant-vowel combinations takes different forms based on their position in the word (Karayil
et al., 2015). To tackle this issue, Sankaran et al. (2013) and Karayil et al. (2015) built on the
work of Graves et al. (2007) and removed the need to segment document images into isolated
words and characters using BiLSTMs (Bi-Directional Long Short Term Memory Networks) and
CTC (Connectionist Temporal Classification) loss. In these papers, the neural network takes
an image of a line of printed text as input and predicts a sequence of Devanagari Unicode code
points as its output. First, the normalised input line image is converted into a sequence of
vectors by splitting the image into individual columns. These columns are then sequentially
fed to a BiLSTM, which bidirectionally learns the long-term dependencies between the columns
of the image. Shi et al. (2016) introduced an end-to-end trainable neural network architecture
(CNN-BIiLSTM-CTC) which naturally handles sequences of arbitrary lengths. One difference
in (Shi et al., 2016) is that they first pass the input line image through a CNN (Convolutional
Neural Network) to get a rich feature map, which is then split into individual columns and
passed to the BiLSTM. Krishnan and Jawahar (2019) introduced a handwritten word dataset
and benchmarked it using a similar CNN-RNN hybrid neural network architecture. The work
presented by Dwivedi et al. (2020) presents an attention-based CNN-LSTM architecture that
is trained on a combination of synthetic and real data to recognise Sanskrit text of arbitrary
length from line images. They also introduced a dataset of Sanskrit manuscripts annotated
at the line level. To summarise, owing to the developments discussed above, it is now not
required to segment individual words and characters; however, extracting line images from a
manuscript page is still a necessity. In this paper, we fine-tune a pre-trained recognition model
(CNN-BiLSTM-CTC) for Devanagari Script provided by EasyOCR?3.

The aforementioned developments in line recognition have led to line segmentation being a
prerequisite for recognising the textual contents of historical pages. Early approaches to text
line segmentation often utilised projection profiles. A projection profile is a histogram we get
when we add up the pixel values of an image along the x-axis (horizontal projection profile)
or the y-axis (vertical projection profile). Projection profile approaches work best when the
lines are straight and parallel to the projection axis (Alberti et al., 2019; Chamchong and Fung,
2012); however, they have difficulty segmenting lines from complex layouts and when the lines
are curved and with less line spacing. In addition to this, historical manuscripts often suffer
from degradation, which can introduce noise and make it difficult to distinguish text from the
background, further hindering the effectiveness of projection profiles (Nguyen et al., 2022; Alberti
et al., 2019). Character Region Awareness for Text Detection (CRAFT) (Baek et al., 2019) is
an approach that builds on the U-Net architecture (Ronneberger et al., 2015) for scene text
detection from natural images. CRAFT works by predicting two types of scores: a region score,
which predicts the likelihood of each pixel belonging to a character region, and an affinity score,
which predicts the likelihood of there being a link between adjacent characters. These scores are
then used to identify individual characters and group them into words or text lines. Although
CRAFT is not specifically meant for segmenting line images from historical manuscripts, it has
been observed to be flexibly adaptable to perform similar tasks (Leow et al., 2023; Shtok et al.,
2021; Phung et al., 2020).

Notable recent strategies to segment line images specifically from historical Sanskrit
manuscripts include Jindal and Ghosh (2023), Palmira (Sharan et al., 2021) and Seam-
Former (Vadlamudi et al., 2023). Sharan et al. (2021) introduced the Indiscapes2 dataset,
a significantly more diverse dataset of handwritten Indic manuscripts than its predecessor.
They also present a novel, deformation-aware, robust instance segmentation method for regions
in handwritten manuscripts. Jindal and Ghosh (2023) were the first to use a faster region-
convolution neural network (R-CNN)-based method to robustly segment text lines from an
ancient handwritten document in Devanagar1 script. SeamFormer (Vadlamudi et al., 2023) is
a high-precision approach to segment text lines from handwritten Sanskrit manuscripts. The
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SeamFormer pipeline comprises of two distinct stages. In the first stage, a multi-task Trans-
former processes the manuscript image to produce a Binarized Manuscript Image and a Scribble
Map (coarse line identifiers called “scribbles” which represent approximate medial axes of the
text lines). The next stage generates tight-fitting line segmentation polygons by utilising the
scribble maps and feature maps derived from the binarized image. Other notable line segmen-
tation methods that are not specific to the Devanagari script are LCG (Alberti et al., 2019),
Nguyen et al. (2022) and Kraken (Kiessling, 2020; Kiessling, 2019).

Once text content from segmented line images is converted into editable, digitally encoded
text, it is passed to the post-correction stage, where Sanskrit experts make further corrections
to the automatically recognised text. Comprehensive Indic post-correction frameworks and
methods such as OpenOCRCorrect (Saluja et al., 2017a; Saluja et al., 2017b; Adiga et al.,
2018), (Das, 2021) and (Vinitha and Jawahar, 2016) have been developed to assist human
annotators by creating domain-specific dictionaries on the fly, grouping similar recurring errors
together, and automatically detecting misspelt words, among other tools. Krishna et al. (2018)
successfully performed post-OCR correction on scanned text-line images in romanized Sanskrit
using an encoder-decoder model equipped with copying mechanism (Gu et al., 2016) by training
the model on synthetically generated training data.

In this case study, we fine-tuned the foundational Sanskrit language model Byt5-
Sanskrit (Nehrdich et al., 2024) to perform the task of post-correction. ByT5-Sanskrit is
pre-trained on a large body of Sanskrit data and achieves state-of-the-art performance when
fine-tuned on a number of downstream NLP tasks. It is based on ByT5 (Xue et al., 2022),
which is a tokeniser-free language model architecture that operates directly on raw text (bytes
or characters), supporting processing of morphologically rich languages such as Sanskrit. As
a descendant of mT5 (Xue, 2020) and T5 (Raffel et al., 2020), ByT5 adopts the successful
paradigm of pre-training a Transformer (Vaswani, 2017) on a large text corpus, followed by
training it to perform a number of downstream tasks, where the transformer learns to take in
text as input and generate the appropriate target text depending on the downstream task.

Document AI by Google is a commercially available OCR, platform that enables users to
digitise printed and handwritten documents via API calls. In this study, we used Document
AT as a baseline for comparison since Hegghammer (2022) found that Document AI performs
better than competing solutions such as Amazon Textract. Other notable commercially avail-
able OCR systems for Devanagari script are Ind.Senz (Hellwig, nd), and Surya AI (Paruchuri,
nd). Among open-source software, Tesseract (Weil et al., nd), Sanskrit-OCR (Dwivedi et al.,
2020), EasyOCR (JaidedAI, nd), and PaddleOCR (Community, nd) are notable mentions. The
open-source document analysis and annotation platform eScriptorium (Kiessling et al., 2019;
Kiessling et al., 2021; Kiessling, 2020) enables a standardised way to comprehensively digitise
text from historical and non-Latin manuscripts using tools such as Kraken (Kiessling, 2019) and
Segmento (Janes et al., 2021). The project provides a user-friendly web interface that allows up-
loading document collections, performing manual or automated layout analysis, and multi-script
recognition support, among other features. Other initiatives that provide a full suite of tools
for historical document processing are HisDoc 2.0 (Liwicki, 2014), IMPACT (Papadopoulos et
al., 2013), Transcibus (Kahle et al., 2017) and Transcriptorium (Sanchez et al., 2013). Plat-
forms that are designed specifically for the Devanagari Script are Project HInDoLA (Trivedi
and Sarvadevabhatla, 2019) and Project Akshar Anveshini?.

We describe in detail the proposed HTR method in the next section.

3 Method

After selecting documents that meet the layout-based selection criteria, text lines are segmented
from the manuscripts using a line segmentation strategy that is tightly coupled with the selection
criteria. The next step entails manual annotation of a small percentage of the segmented line
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images. These input-label pairs (segmented line images, ground truth annotations) are used to
fine-tune a pre-trained recognition model for the Devanagar1 script, which recognises the text
from the segmented line images. We then fix the mistakes commonly made by the recognition
model in the post-correction step. To do this, a pre-trained Sanskrit language model is fine-tuned
to learn the task of spelling correction using the input-label pairs (recognition model predictions,
ground truth annotations). Finally, the performance of the pipeline is quantified by comparing
the digitised text with ground truth annotations from the test dataset. For VK, we annotated
50 pages, of which we used 40 pages as training data, reserved 3 pages as validation data, and
held out 7 pages as test data. With MV, we annotated all 16 pages, out of which we used 7
pages as the training data, reserved 3 pages as validation data, and held out 6 pages as the test
data. For DMV, we annotated 17 pages, out of which we used 7 pages as training data, reserved
3 pages as validation data, and 7 pages as test data.

In the following subsections, we provide a detailed explanation of each step, with the corre-
sponding code available on GitHub?®.

(a). High-resolution greyscale image of manuscript page.
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(b). Region scores (heat map) predicted with the CRAFT model.

(c). Using the region scores to detect bounding rectangles.

(d). Using the region scores to fit each text line with two piecewise linear segments.

(e). Final segmented line images.

Figure 1. Stages of line segmentation.

3.1 Line segmentation

Generalised robust text line segmentation remains challenging when dealing with diverse page
layouts, as shown by recent studies (Kiessling et al., 2024; Nikolaidou et al., 2022; Janes et
al., 2021; Kiessling, 2020; Simistira et al., 2016). To address this challenge, our study focuses
specifically on manuscripts that follow a consistent layout template: they contain no pictorial
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elements and are single-columned texts with no line breaks. While this is an important limi-
tation, we find that a vast majority of handwritten Early Modern Sanskrit manuscripts fit this
selection criteria. The line segmentation method that we discuss below is tightly linked with
this layout-based selection criterion.

To extract text line images from the manuscripts, the page images are first converted to
greyscale (Fig. la) since the colour of the manuscript has no information about what the char-
acters are. Next, we use the CRAFT model to get character region scores of the manuscript
page images (Fig. 1b). The region scores represent the probability that a given pixel is the
centre of a character. In other words, the greyscale images are converted to heat maps, where
the presence of a character is highlighted. Below, we explain a custom algorithm designed to
process these heatmaps for segmenting line images from the manuscripts that meet the selec-
tion criteria. We developed this algorithm because we found the default connected component
method recommended in the CRAFT paper (Baek et al., 2019) to perform undesirably when
applied to the target manuscripts considered in this case study.

Figure 2. Comparison between horizontal projection profiles of a manuscript page image and the corresponding
CRAFT output (heat map). When applying projection profile approaches to CRAFT outputs, we have the
following advantages: (a) the local maxima in the projection profiles of the heat map are much more apparent,
and (b) we can easily differentiate between characters (text) and non-characters (drawings, smears, lines)

We observe that applying projection profile based approaches on the heat maps is significantly
easier compared to the greyscale images, as illustrated in Fig. 2 (Leow et al., 2023; Shtok et al.,
2021; Phung et al., 2020). To convert these probability heat maps into discrete character regions,
the pixel values are scaled to the range of 0-255 before applying a binarization threshold of 100 .
This thresholding creates a binary image where pixels above the value of 100 are considered
potential character regions. Then, the border following algorithm by Suzuki and others (1985)
(implemented via OpenCV’s findContours ) is used to trace the boundaries of the binarized
contour. Next, the OpenCV method boundingRect is used to fit bounding rectangles around
these contours (Fig. 1c). A bounding rectangle is the smallest rectangle that can completely
enclose a contour. In cases where handwritten lines are too close to each other, characters from
adjacent lines can get grouped together into a single tall bounding rectangle. To address this, we
first identify the y-coordinates of text lines by finding peaks in the horizontal projection profile
of the heat map. We then calculate the typical line spacing by measuring the vertical distances
between consecutive lines (peaks). The 80th percentile of these line-to-line distances serves
as the reference for typical line spacing in the manuscript. This reference helps in identifying



bounding rectangles that are unusually tall and likely contain characters from multiple lines.
A bounding rectangle with height h exceeding the reference line spacing is subdivided into
multiple rectangles. Specifically, the number of needed subdivisions are calculated and then the
rectangle is split into sections of equal height, with any remainder height being added to the
final section. Each section maintains the original width and x-coordinate but is assigned an
appropriate vertical position and height. It should be noted that the binarization threshold of
100 , and the percentile value of 80 are ad-hoc design choices in this procedure and can be
adjusted depending on the manuscript if required.

Next, to correctly handle the curvature of handwritten lines, we fit each handwritten line of
the page with two piecewise linear segments (Fig. 1d). A piecewise line is made up of multiple
straight line segments, each defined by a pair of coordinates. First, the vertical projection profile
of the heat map is computed to identify the approximate x-coordinates of the start, end, and
centre of the text lines of a given page. Following this, the horizontal projection profiles are
calculated along a 100-pixel width at these x-coordinates. This step gives us the corresponding
y-coordinates for the vertices of the piecewise line at the start, end, and centre. As a result, we
obtain the x and y coordinates of the three points that define each piecewise line. Finally, we use
the proximity of the bounding rectangles to the piecewise lines to assign a line number to each
bounding rectangle, and then we extract all bounding rectangles with the same line numbers
and paste them all into new images (Fig. le). The background colour of the new images is the
median colour of the page.

For the given target manuscripts, we found that piecewise lines made up of two line segments
were sufficient to handle curvy handwritten lines. However, it should be straightforward to fit
piecewise lines, which are made up of more than two line segments if the manuscripts necessitate
it.

After segmenting the line images, we manually annotated the text content from the segmented
line images. To do this, we used a home-brewed annotation tool designed to reduce effort on
the annotator’s part—by placing text boxes right below the line images. The tool also supports
manual segmentation of lines and marginalia from pages with tricky edge-case layouts. With
this, the dataset creation is complete, with the segmented line images as inputs and the ground
truth annotations as the labels. This dataset is used to fine-tune a pre-trained Devanagari
recognition model (provided by the EasyOCR Python package).

3.2 Line recognition

The line recognition model takes a segmented line image as its input and learns to predict a
sequence of Unicode codepoints. This transformation from a segmented line image to text is
done by passing the image through the CNN-BiLSTM-CTC architecture. The CNN-BiLSTM-
CTC architecture implemented in the EasyOCR Python package has desirable inductive biases,
making it effective in solving such image-to-sequence tasks. Notably, CNNs are translation-
equivariant (Cohen and Welling, 2016) and the state of the network in the BiLSTM architecture
depends not only on the current input but also on the previous and future states (Graves
and Schmidhuber, 2005). LSTMs also handle sequences of varying lengths and can explicitly
capture and store information over long sequences (Hochreiter and Schmidhuber, 1997). Such
neural network architecture designs, which make use of task-specific prior knowledge in the
form of inductive biases, allow learning from data to be more sample-efficient (Batzner et al.,
2022). The CTC loss is designed to handle sequences where the input length does not perfectly
align with the target length; this is significant for handwritten text where the input text can
have varying handwriting sizes. Moreover, CTC is suitable for handwritten characters, where
characters are irregularly spaced, as it allows for training without explicit alignment between
the input image and output label. As CTC does not explicitly segment its input sequences,
it removes the need to locate inherently ambiguous label boundaries, such as those present in
handwritten text, allowing label predictions to be grouped together if proven useful (Graves et
al., 2006).



The recognition model, being an RCNN, has an architecture made up of ResNet for feature
extraction with 512 output channels, followed by a BiLSTM for sequence modelling with a
hidden state of size 512, and CTC for prediction. The recognition model is fine-tuned using
the code provided in Clova AI's deep-text-recognition-benchmark repository®, as suggested by
FasyOCR.

Once we segment line images from the page images using the line segmentation method dis-
cussed in Section 3.1, the segmented line images for each page and their corresponding labels
are converted into the lightning memory-mapped database format, which is used to fine-tune
the recognition model. Data filtering is turned off to prevent filtering out of any data samples
containing special characters that were not passed to the character argument. This way, even if
one character from the line will never be predicted correctly due to its absence in the character
set, the model would not miss out on learning other characters, which may be present in the
character set.

When fine-tuning a target manuscript, the image height and image width arguments are set
to the average height and average width of the segmented line images, respectively; these may
vary across the manuscripts. We enable padding and set the seed to the default value of 1111 .
The recognition model is fine-tuned for 2000 iterations, batch size is set to 16 , the maximum
label length (using the batch_max_length argument) is set to 250 . The batch ratio is set to
1. The model is fine-tuned using Adadelta Optimiser with a learning rate of 1, p (the decay
rate) being 0.95, and € (for maintaining numerical stability) being 1e-8. Over the 2000
iterations, the model with the lowest normalised edit distance (on the validation dataset) is
saved. This recognition model is then used to recognise the characters present in the segmented
line images.

3.3 Post-correction

Once the recognition model predicts the text from the line images, we fine-tune the language
model ByT5-Sanskrit to do the downstream task of post-correction, i.e., making corrections to
the outputs of the recognition model. More precisely, we fine-tune a dedicated post-correction
model to learn to correct mistakes made by each dedicated recognition model of each manuscript.

We keep the tokenizer and model configuration as given in the Sanskrit-ByT5 Hugging
Face repository unchanged”. As ByT5-Sanskrit has been pre-trained on transliterated San-
skrit (IAST), we convert the outputs of the recognition model into TAST, perform the post-
correction, and then transliterate the post-corrected text back to Devanagart script. The Ak-
sharamukha (Rajan, nd) Python package is used to do the transliteration.

The model is fine-tuned for 1500 steps while checkpointing and validating after every 100
steps, using AdaFactor as the optimisation strategy, with the learning rate parameter set to
None . The model with the best validation accuracy is saved as the final fine-tuned model.
Inference is done using the beam search decoding strategy with the number of beams set to 3 .

It was observed that the fine-tuned Byt5-Sanskrit sometimes hallucinates and gets stuck in
a loop while post-correcting some lines. To identify and discard such hallucinations (without
using ground truth annotations), we employ a heuristic threshold that acts on the difference
between a statistic computed for both the text before and after post-correction. The statistic
used is the ratio of the number of characters in a line to the number of unique characters in the
same line.

4 Results

We present a quantitative comparison between the proposed HTR method and out-of-the-box
OCR solutions, namely Google’s DocumentAl and TesseractOCR. For evaluating the perfor-
mance, we employ two metrics that quantify the dissimilarity between predicted text and ground
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truth text: the Character Error Rate (referred to as CER henceforth) and Grapheme Cluster
Error Rate (Williams, 1984) (referred to as GCER henceforth). A grapheme cluster corresponds
to a visually identifiable unit in the script. For example, the grapheme cluster (§T , “ksa”), is
made up of characters U+0915 (% , “ka”), U4-094D (< , halanta) and U+0937 (¥, “sa”). The
CER would consider this T as 3 units, while the GCER will consider this as 1 unit. Hence, from
a data annotation and usability perspective, using the GCER as the evaluation metric ensures
a more faithful and stricter evaluation.

We utilised the input-label pairs (segmented line images, ground truth annotations) extracted
from 7 pages as training data to fine-tune a dedicated recognition model for each manuscript.
As can be seen in Table. 1, such manuscript-specific fine-tuned recognition models show consid-
erable improvement in the error rates compared to out-of-the-box OCR solutions for all three
manuscripts. The error rates of the recognition models drop as the fine-tuning dataset sizes
increase, as seen in Fig. 3. For each manuscript, the GCER of the corresponding fine-tuned
recognition model decreases by 40-50% after being fine-tuned on just one page. Furthermore,
perhaps more surprisingly, it is observed that fine-tuning on just one line image of the target
manuscript reduced the GCER by 37%.

Table 1. Comparison of recognition models (fine-tuned on 7 pages) and out-of-the-box OCR solutions.

Manuscript ‘ Proposed Method Document Al TesseractOCR
Name

| CER  GCER | CER  GCER | CER  GCER

VK 0.097 0.193 0.230 0.330 0.803 0.922
MV 0.085 0.155 0.261 0.501 0.507 0.857
DMV 0.095 0.170 0.342 0.481 0.760 0.975
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Figure 3. For all three manuscripts, the GCER decreases as the number of pages the recognition model is
fine-tuned on increases.

When evaluating the performance of the line segmentation methods, we opt for a crude evalu-
ation metric due to resource constraints, as manual pixel-level ground truth annotation for seg-
mentation requires careful boundary delineation and is labour-intensive (Griining et al., 2019;
Miiller et al., 2022). We compare three line segmentation methods, SeamFormer (Vadlamudi et
al., 2023), LCG (Nguyen et al., 2022) and the proposed document-specific method, which builds
on CRAFT (Baek et al., 2019) as follows: First, lines are extracted from three pages of each
manuscript using each of the 3 line segmentation methods to create 3 datasets per manuscript



(each having training, validation, and test splits). A dedicated line recognition model is then
fine-tuned on each of the 3 datasets with all the hyperparameters held constant. The accuracies
of the downstream recognition models on the respective test sets act as a proxy for the quality
of line segmentation done by each method. Using this crude metric, it was observed that the

proposed approach performed better than SeamFormer and LCG for the target manuscripts
(Table. 2).

Table 2. Comparison of line segmentation methods: LCG, SeamFormer, and the proposed method, using error
rates of downstream fine-tuned recognition models as a crude metric.

Manuscript Proposed Method SeamFormer LCG
Name

| CER  GCER | CER  GCER | CER  GCER

VK 0.147 0.275 0.169 0.336 0.433 0.651
MV 0.153 0.259 0.211 0.365 0.201 0.336
DMV 0.116 0.211 0.389 0.596 0.336 0.507

When evaluating post-correction models, it is important to note that in the line recognition
step we fine-tuned a dedicated recognition model for each of the target manuscripts. Then, we
fine-tune a dedicated post-correction model to learn to correct mistakes made by a particular
dedicated recognition model. This raises the question of budgeting the available annotated
data between the recognition model and the post-correction model. For example, as we have
40 pages of ground truth annotated data (for VK), we may use 2 pages to fine-tune the
recognition model using the input-label pairs (segmented line images, ground truth annotations)
and have it predict the text content of the remaining 38 pages. Then, the post-correction
model is fine-tuned using these input-label pairs (recognition model predictions, ground truth
annotations) of the 38 pages. In other words, we may budget the annotated data such that
2 pages are used to fine-tune the recognition model and 38 pages are used to fine-tune the
post-correction model. The performance of a range of such dataset budgets is reported below
and is visualised in Fig. 4
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Figure 4. The bars along the x-axis denote various ratios of budgeting of the total available annotated data (40
pages) between fine-tuning the recognition model and fine-tuning the post-correction model. For each budget, we
plot two points: one black and one yellow. The black point denotes the GCER, of the outputs of the recognition
model, while the yellow point denotes the GCER after post-correcting the recognition model outputs. The black
dashed line denotes the error when all 40 pages are used to fine-tune a ”pure” recognition model (no post-
correction).

We observe that fine-tuning the recognition model is more sample-efficient than fine-tuning



the post-correction model. For instance, we see in Fig. 4 that the data budget of 10-30 between
the recognition model and post-correction model achieves a better GCER than the data budget
of 2-38 . In other words, we observe that the best way to budget the ground truth annotated
data is to use all 40 pages to fine-tune the “pure” recognition model. The pure recognition
model performs the best with a GCER of 5% (and CER of 2.3%) which is shown as the black
dotted line in Fig. 4. The best-performing “hybrid” model (recognition model + post-correction
model) has a GCER of 9.3% (and CER of 4.5%).

How many lines does Post Correction benefit?

Number of Lines

.
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Figure 5. A histogram with the x-axis denoting the difference between GCER before post-correction and GCER
after post-correction. The y-axis denotes the number of lines per bucket. For most lines, the post-correction
model reduces the GCER. We observe this plot when we use 10 pages to fine-tune the recognition model and 30
pages to fine-tune the post-correction model.
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Figure 6. An illustrative example of a line where the post-correction model (b) — (c) fixes errors made by the
recognition model (a) — (b). Notice the extra characters “ol” and “m” in the recognition model outputs are due
to diacritics from the line above overlapping with the segmented line (a).

While the pure recognition model performs better than the hybrid models on average, the
hybrid models often produce more accurate outputs on individual lines. A fine-tuned post-
correction model improves the GCER of the recognition model outputs for most lines (Fig. 5),
and makes language-aware spelling corrections, causing its outputs to be different than those of
a pure recognition model. For example, sometimes diacritic marks of characters from adjacent
lines can get partially cropped in with the current line image due to the lines being too close to
each other. This may trick the recognition model into incorrectly predicting a (ﬁ' , “pi”) as a
(ﬁ' , “pim”) as illustrated in Fig. 6. We observe that such errors by the recognition model are
often corrected by the post-correction model.



5 Discussion

Deep learning models exhibit significant performance degradation when encountering test data
from distributions that deviate from their training distribution, even in cases where such distri-
butional shifts appear negligible to human observers (Kiessling et al., 2024; Das, 2021; European
Union Aviation Safety Agency et al., 2023; Aubreville et al., 2021; Recht et al., 2019; Hendrycks
et al., 2021). In this case study too, we highlight the crucial role fine-tuning plays in helping the
recognition model adapt to period-specific writing conventions, as well as to subtle distribution
shifts due to variability in page texture, ink characteristics, imaging conditions, camera used,
etc. This explains our observation that fine-tuning on line images from just a few pages of a
target manuscript significantly improves the recognition model’s accuracy, thus proving to be
beneficial in this data scarce regime.

Hence when digitising text from manuscripts VK and DMV, we fine-tune a dedicated
recognition-model-VK on line images from manuscript VK, and a dedicated recognition-model-
DMV on line images from manuscript DMV. We observe that recognition-model-VK, when
applied to manuscript DMV, works well but is less accurate than the dedicated recognition-
model-DMYV, and vice versa - suggesting a distribution shift between line images from manuscript
VK and manuscript DMV. Moreover, we observe that the dedicated post-correction-model-VK,
which is fine-tuned to make corrections to the predictions of recognition-model-VK, does not
significantly reduce the error rate when applied to predicions of recognition-model-DMV and
vice versa. Similarly, we observed that the dedicated post-correction model fine-tuned to make
corrections to the predictions of a Tesseract-based OCR engine (Maheshwari et al., 2022), does
not significantly reduce the error rate when applied to predictions of recognition-model-VK and
recognition-model-DMYV. This suggests overfitting and less overlap between types of mistakes
made by recognition-model-VK, recognition-model-DMV and the Tesseract-based OCR engine
used by Maheshwari et al. (2022). Perhaps the post-correction model can generalise better
and overfit less if ByT5-Sanskrit is fine-tuned to make corrections to the predictions of various
different base recognition models (Lofgren and Dannélls, 2024).

The post-correction model, although less sample-efficient, shows promise due to its language-
aware correction abilities. Thus, using an ensemble of pure recognition models, hybrid models
(recognition + post-correction), and existing tools such as OpenOCRCorrect (Saluja et al.,
2017a; Saluja et al., 2017b) may amplify the impact of post-correction by allowing annotators to
select the best prediction out of the available options. A more granular form of post-correction
(instead of line-level post-correction) may also enhance the benefits further.

The line segmentation method we implement, which builds on CRAFT (Baek et al., 2019),
does not require data annotation and fine-tuning. A limitation of the proposed line segmentation
method is that it can only be used on target manuscripts that pass the layout-based selection
criteria. It also does not currently support digitising footnotes, page numbers, marginal notes,
and signatures.

In the next annotation cycle, Sanskrit scholars can thus use this pipeline and make faster
corrections to the HTR’ed text rather than annotating entire lines manually (Rijhwani et al.,
2023).
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