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Abstract

Moroccan Dialect (MD), or "Darija," is a
primary spoken variant of Arabic in Morocco,
yet remains underrepresented in Natural
Language Processing (NLP) research, partic-
ularly in tasks like summarization. Despite a
growing volume of MD textual data online,
there is a lack of robust resources and NLP
models tailored to handle the unique linguistic
challenges posed by MD. In response, we
introduce GOOD.MA_v2, an expanded
version of the GOUD.MA dataset, containing
over 50k articles with their titles across 11
categories. This dataset provides a more
comprehensive resource for developing sum-
marization models. We evaluate the application
of large language models (LLMs) for MD
summarization, utilizing both fine-tuning and
zero-shot prompting with encoder-decoder
and causal LLMs, respectively. Our findings
demonstrate that an expanded dataset improves
summarization performance and highlights
the capabilities of recent LLMs in handling
MD text. We open-source our dataset,
fine-tuned models, and all experimental code,
establishing a foundation for future advance-
ments in MD NLP. We release the code at
https://github.com/Azzedine Aftiss/Moroccan-
Dialect-Summarization.

1 Introduction

Moroccan Dialect (MD), commonly known as
"Darija," is the primary spoken variety of Arabic in
Morocco, coexisting with Berber in some regions.
Approximately 91% of Moroccans communicate
in Darija [Ridouane et al., 2014]. With the rise of
digital resources, MD textual data available online
is rapidly growing [Labied and Belangour, 2021],
creating a need for effective automatic summariza-
tion to help users extract key information efficiently.
While extensive work has focused on widely spo-
ken languages, such as English, limited research
exists on MD [Tachicart and Bouzoubaa, 2022], es-
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pecially in sequence-to-sequence (Seq2Seq) tasks
like summarization.

Challenges in MD research include a lack
of comprehensive corpora, limited linguistic re-
sources, complex syntax that challenges NLP mod-
els, and unique vocabulary not present in standard
Arabic lexicons. Although existing datasets, such
as GOUD.MA [Issam and Mrini, 2021], offer foun-
dational resources, the evolving nature of the MD
necessitates additional, robust datasets. Motivated
by these challenges, we introduce GOOD.MA _v2,
an expanded version of the GOUD.MA dataset,
containing over 50,000 articles with titles across 11
categories, aiming to enhance model robustness for
MD data. Additionally, we explore LLMs for sum-
marizing MD text, analyzing various Seq2Seq mod-
els in addition to evaluating recent causal LLMs
in a zero-shot prompting setting, thus contributing
valuable insights into their performance on MD.

The emergence of LLMs has led to remarkable
NLP advancements [Chang et al., 2024]. However,
adapting these models for low-resource languages,
including the MD, remains underexplored. Re-
cent efforts have attempted to adapt Arabic-specific
models (e.g., ArBERT [Antoun et al., 2020], Dar-
ijaBERT [Gaanoun et al., 2024], DziriBERT [Ab-
daoui et al., 2021]) and multilingual models (e.g.,
mBART [Liu, 2020], mT5 [Xue, 2020]) for di-
alectal Arabic [Khered et al., 2023, Nagoudi et al.,
2021b, Smadi and Abandah, 2024, Fuad and Al-
Yahya, 2022]. More recent models, such as GPT-
4 [Achiam et al., 2023] and Llama 3 [Dubey et al.,
2024], offer advanced NLP capabilities but have
not yet been adapted to the MD.

In this paper, we conduct an empirical study of
LLMs on GOUD.MA _v2 specifically curated for
abstractive summarization. We demonstrate that
expanding the dataset with additional samples im-
proves summarization performance. Our approach
includes fine-tuning encoder-decoder models and
adapting recent LLMs for zero-shot prompting, pro-
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viding comprehensive insights into the effective-
ness of LLMs for MD text summarization. Our
dataset, fine-tuned models, and all code used in our
experiments are open-sourced.

The main contributions of this paper are as fol-
lows:

* We expand GOUD.MA to GOOD.MA_v2,
comprising over 50,000 articles with their ti-
tles across 11 categories.

* We demonstrate that increasing the MD
dataset improves model performance on sum-
marization tasks in terms of ROUGE and
BERTScore evaluation metrics.

* We empirically evaluate the effectiveness of
various LLMs, including Seq2Seq and causal
models, for MD summarization. To the best of
our knowledge, this is the first study exploring
the use of pre-trained language models for
MD summarization.

The rest of this paper is organized as follows:
Section 2 reviews related work on Arabic text sum-
marization, with a focus on Arabic dialect summa-
rization. Section 3 details the dataset collection
process. Section 4 describes the experimental set-
tings, while Section 5 presents the experimental
results. Finally, Section 7 discusses the conclu-
sions and limitations of this work.

2 Related Work

Arabic dialect processing has gained attention due
to the linguistic diversity and widespread use of
dialects in the Arabic-speaking world. Unlike
Modern Standard Arabic (MSA), Arabic dialects,
such as Moroccan Darija, exhibit unique lexical,
syntactic, and phonological variations [ALFattah,
2024], presenting challenges for NLP tasks due
to limited labeled data and resources. Early work
in Arabic dialect NLP focused on tasks like clas-
sification [Maghfour and Elouardighi, 2018, Al-
Walaie and Khan, 2017], identification [Elaraby
and Abdul-Mageed, 2018, Zaidan and Callison-
Burch, 2014, Salameh et al., 2018], and transla-
tion [Zbib et al., 2012, Harrat et al., 2019]. How-
ever, studies on dialectal summarization, partic-
ularly for MD, remain sparse. Issam and Mrini
[2021] introduced one of the first MD summariza-
tion datasets, with articles paired with titles as ref-
erence summaries.
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Arabic text summarization has advanced
with methods like clustering, minimum redun-
dancy—maximum relevance (mRMR), and graph-
based approaches [Oufaida et al., 2014, Elbarougy
et al., 2020]. Deep learning techniques, such as
Seq2Seq architectures with LSTMs and attention
mechanisms, have also been explored [Al-Maleh
and Desouki, 2020]. Recent transformer-based
models, such as AraBART [Eddine et al., 2022],
AraT5 [Nagoudi et al., 2021a], and AraBERT [An-
toun et al., 2020], pre-trained on large Arabic
corpora, have shown strong performance in Ara-
bic summarization tasks. Additionally, multi-
lingual models like mBART [Liu, 2020] and
mT5 [Xue, 2020], pre-trained on diverse language
corpora, have demonstrated cross-lingual effective-
ness, making them suitable for low-resource di-
alects, including Moroccan Darija. Recently, mod-
els like DarijaBERT [Gaanoun et al., 2024] and
DziriBERT [Abdaoui et al., 2021] have been pre-
trained on North African dialectal Arabic, specif-
ically to address Moroccan and Algerian dialects.
DarijaBERT, focused on Moroccan Darija, incorpo-
rates dialect-specific vocabulary, bridging the gap
between MSA and regional dialects, thus enhanc-
ing contextual understanding compared to general
Arabic models. The emergence of advanced LLMs,
such as GPT-40 mini [Achiam et al., 2023], Llama
3 [Dubey et al., 2024], and Mistral NeMo [team,
2024] have brought attention to their capabilities
in domain-specific tasks in zero-shot or few-shot
settings. These models exhibit strong reasoning
and text generation capabilities without fine-tuning
task-specific data. However, applying them to di-
alectal summarization has limitations, as their train-
ing data generally lacks comprehensive coverage
of specific dialects, such as Moroccan Darija. Fine-
tuning remains essential to optimize performance
for dialectal tasks. Our work builds upon these
prior studies by applying and comparing Arabic-
specific, multilingual, and causal LLMs for MD
summarization using both zero-shot and fine-tuning
methods. To our knowledge, this is the first work
that evaluated LLMs for Moroccan Darija abstrac-
tive summarization, contributing valuable insights
to NLP research for dialectal Arabic.



3 GOOD.MA_v2: A Newspaper Corpus
for Moroccan Darija Summarization

3.1 Dataset Description

A primary challenge in NLP tasks for low-resource
languages, such as Moroccan Darija, is the scarcity
of high-quality datasets. To address this gap, [ssam
and Mrini [2021] recently introduced a benchmark
dataset specifically for summarization, sourced
from the GOUD.MA website'.

GOUD.MA, a news website established by
Ahmed Najim in 2011, is a primary source of Mo-
roccan Darija text for summarization research. Ar-
ticles on this platform are primarily in Arabic, with
titles in Moroccan Darija and the body text in either
Modern Standard Arabic (MSA) or a mix of MSA
and Darija. The dataset is derived from GOUD.MA
supports summarization tasks where the article text
serves as input, and the title provides a concise tar-
get summary. Table 1 presents statistical details for
the GOUD summarization datasets, including train,
validation, and test splits.

Furthermore, the dataset covers various cat-
egories, such as &y ! (Main) and C;b o
(What’s Happening), with each article assigned
to a single category. This classification consists
of a wide range of topics, from general news to
specialized subjects like media, culture, and sports.
Table 2 shows the distribution of articles across
categories, including translations and article counts
for each.

3.2 Data Collection

As previously mentioned, a major challenge in Mo-
roccan Darija NLP tasks is the scarcity of large, an-
notated datasets. To address this, we expanded the
GOUD.MA dataset by scraping additional articles
and summaries from the GOUD.ma website. Ex-
panding the dataset with additional text-summary
pairs helps improve model performance by captur-
ing a broader representation of linguistic patterns,
expressions, and vocabulary unique to Moroccan
Darija.

We utilized the Python libraries Scrapy” and
Selenium? to automatically crawl the GOUD.ma
website, collecting article titles, publication dates,
content, and categories. This scraping process, con-
ducted between 2022 and October 2024, took ap-

1https://www.goud.ma/
2https://scrapy.org/
3https://selenium-python.readthedocs.io/
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proximately four days and resulted in a total of
50,517 articles.

We cleaned and organized the collected data into
CSV format for analysis, ensuring that each article
entry includes metadata such as publication date,
title, content, and category. Table 2 presents the
distribution of articles across categories, while Ta-
ble 1 provides statistics on article and title lengths.
The expanded dataset aligns closely with previous
datasets in terms of length distribution and is uti-
lized to fine-tune models, enhancing performance
on MD summarization tasks.

4 Experiment Settings

The main objectives of this study are twofold: (1)
to expand the dataset to capture evolving dialec-
tal variations and hence improve the performance
of text summarization models, and (2) to evaluate
the effectiveness of large language models in sum-
marizing Moroccan Darija text. We conducted an
empirical study to assess the performance of vari-
ous LLMs, including pre-trained causal models and
fine-tuned Seq2Seq models, on the GOOD.MA _v2
dataset. In this section, we present the implemen-
tation details and a brief description of the models
used for comparison.

4.1 Implementation Details

In this study, we applied three categories of models
for MD text summarization: Arabic-specific mod-
els (AraBERT, DarijaBERT, DziriBERT, AraBART,
and AraT5), a Multilingual Model (mBART), and
causal large language models (GPT-40 mini, Llama
3, and Mistral NeMo). Following the approach
of Rothe et al. [2020], which leverages pre-trained
language models for abstractive summarization
within a Seq2Seq framework, we fine-tuned DziriB-
ERT, DarijaBERT, and AraBERT on our summa-
rization dataset to capture linguistic nuances spe-
cific to Moroccan dialects, utilizing the strengths
of encoder-based models. For AraT5, AraBART,
and mBART, which already feature Seq2Seq ar-
chitectures with both encoder and decoder compo-
nents, we fine-tuned them directly for MD sum-
marization. We used a merged dataset, combining
the training set of GOOD.MA with the expanded
GOOD.MA_v2, for training. For validation and
testing, we used the original validation and test sets
from GOOD.MA.

Each model was fine-tuned for 20 epochs with
a batch size of 20, gradient accumulation set to 8,
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Dataset Split Number of Articles | Avg. tokens per article | Avg. tokens per title
Train (GOUD.MA) 139,288 238.03 15.137
Validation (GOUD.MA) 9,497 238.54 15.14
Test (GOUD.MA) 9,497 238 15.20
Train (GOUD.MA_v2) 189,805 253.54 16.40

Table 1: Summary Statistics of the GOUD.MA and GOUD.MA _v2 Dataset Splits. The "Number of Articles"
column indicates the total count of articles in each split. The "Avg. tokens per article" represents the average number
of tokens in the articles for each split. Finally, the "Avg. tokens per title" indicates the average number of tokens in

the titles of the articles.

Category Category Translation Goud.MA Dataset | Goud.MA_v2 Dataset

(Number of Articles) (Total Number of Arti-
cles)

L ) Main 104,724 132,392

&l A Whats happening 98,569 116,297

ERSY Gossip 16,867 17,827

) J)J/ Goud Sport 13,236 16,083

o)l Opinions 8,239 8,585

Bl Lo Media and Culture 7,579 8,218

L yS Goud TV 6,966 7,043

iﬂ.,d-‘j ) Beauty and Sharpness | 5,223 5,297

s oY ) 9> National Newspapers | 4,549 4,693

:"9).“” ol Market head 0 31

395 Goud 1 4

Table 2: Distribution of Articles by Category. The "Category" column represents the name of the category, the
"Category Translation" indicates the translation of the original category into English, the "GOUD.MA Dataset"
column shows the number of articles from the old dataset, the "GOUD.MA_v2 Dataset" column shows the number

of articles from the expanded datasets.

weight decay of 0.01, and a learning rate of 2e-5.
For text generation, we used beam search with a
beam width of 5, a maximum input sequence length
of 256, and a maximum target sequence length of
32. All models used in our study are available on
Hugging Face [Wolf et al., 2020].

For the causal LLMs, we employed zero-shot
prompting to adapt these models for MD sum-
marization. Using the unsloth* library, which
supports quantization techniques and parameter-
efficient fine-tuning (PEFT) methods like Low-
Rank Adaptation (LoRA), we optimized the LLMs
to reduce computational resources and mem-
ory usage, facilitating deployment in resource-
constrained environments. For GPT-40 mini, we
used openAI AP to generate article summaries (ti-

4https ://huggingface.co/unsloth
Shttps://platform.openai.com/

tles). Figures 1, 2, and 3 illustrate the prompts used
for the Llama 3, GPT-4 mini, and Mistral NeMo
models, respectively.

You are a helpful Al assistant for generating a detailed title
that highlights the main ideas and topics of the article.
Please ensure the title is written in Arabic. Format the output
as follows:

#Ht Text:
[Content of the Current Article]
#it Title:

Figure 1: Prompt used for Llama 3 model.

4.2 Model Selection Criteria

As outlined earlier, the pre-trained models used
in our study are grouped into three main cate-
gories: Arabic-specific models, multilingual mod-
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Generate a concise and coherent title in Arabic that highlights
the main ideas and themes of the article.

#H# Text:
[Content of the Current Article]
#HHt Title:

Figure 2: Prompt used for GPT-40 mini model.

Generate a title that accurately captures the main ideas and
themes of the article.

#H# Text:
[Content of the Current Article]
#HHt Title:

Figure 3: Prompt used for Mistral NeMo model.

els, and causal language models, which are briefly
described below.

Arabic-Specific Models: These models are pre-
trained on Modern Standard Arabic (MSA) and
various Arabic dialects, making them well-suited
for Moroccan Darija summarization. The Arabic-
specific models used in this study include:

* AraBERT [Antoun et al., 2020]: A BERT-
based transformer encoder pre-trained on
large Arabic corpora, designed for masked
language modeling across MSA and Arabic
dialects.

e DarijaBERT [Gaanoun et al., 2024]: A
BERT variant specifically pre-trained on Mo-
roccan Darija, capturing its distinctive vocab-
ulary and linguistic features.

¢ DziriBERT [Abdaoui et al., 2021]: A BERT-
based model pre-trained on Algerian dialect,
which shares linguistic similarities with Mo-
roccan Darija, enhancing its relevance to this
study.

* AraBART [Eddine et al., 2022]: An adap-
tation of the BART architecture, combining
a bidirectional encoder and an autoregres-
sive decoder, suited for sequence-to-sequence
tasks like summarization.

e AraTS5 [Nagoudi et al., 2021a]: A variant of
the text-to-text transformer (T5) pre-trained
on MSA and various Arabic dialects, support-
ing a range of generative tasks.
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Multilingual Models: Pre-trained on multiple
languages, these models can handle diverse lin-
guistic structures. We employed mBART [Liu,
2020], a Seq2Seq model pre-trained on numerous
languages, including Arabic, using a denoising au-
toencoder to enhance performance across multilin-
gual text generation tasks.

Causal Language Models: We evaluate three
large language models — GPT-40 mini [Achiam
et al., 2023], Llama 3 [Dubey et al., 2024], and Mis-
tral NeMo [team, 2024]— in MD summarization
using zero-shot prompting.

¢ GPT-40 mini [Achiam et al., 2023]: An au-
toregressive LLM with strong reasoning capa-
bilities, supporting both text and vision inputs.

e Llama 3 [Dubey et al., 2024]: A decoder-
only transformer optimized for efficiency and
robust across various language tasks.

e Mistral NeMo [team, 2024]: A LLM built
on a transformer decoder architecture with a
128k-token context window, suitable for long-
form summarization tasks.

S Experimental Results

In this section, we present a comparative analysis
of the pre-trained language models used on the
GOOD.MA_vy2 dataset.

5.1 Evaluation Measures

To evaluate the quality of the generated summaries
in this study, we used two automatic evaluation met-
rics: ROUGE [Lin, 2004] and BERTScore [Zhang
et al.,, 2019]. ROUGE-1 measures the unigram
overlap between the reference and generated sum-
maries, while ROUGE-2 evaluates the bigram over-
lap. ROUGE-L calculates the longest common
subsequence (LCS) between the reference and gen-
erated summaries, providing a measure of sequence
similarity. BERTScore, on the other hand, mea-
sures similarity by comparing token pairs in the
reference and generated summaries using contex-
tual embeddings from the pre-trained BERT model.

6 Results

The results of our experiment are presented in Ta-
ble 3 and Table 4. In Table 3, we report the per-
formance of the BERT-based models (AraBERT,
DarijaBERT, and DziriBERT), which we fine-
tuned following the approach by Rothe et al.



[2020]. We adapted these models for sequence-to-
sequence tasks within an encoder-decoder frame-
work. We observe that fine-tuning the models on
GOOD.MA_v2 dataset improved their performance
compared to previous results reported by Issam
and Mrini [2021]. This improvement supports our
hypothesis that a more diverse dataset enhances
model generalization, enabling them to better han-
dle the linguistic nuances of Moroccan Darija.

The other investigated models are reported in
Table 4. Among the models, mBART achieved
the highest performance, likely due to its Multilin-
gual Denoising Pretraining on a large corpus cov-
ering 50 languages, which provides robust cross-
lingual representations beneficial for Moroccan
Darija summarization. AraBART and AraT5 also
demonstrated competitive performance, leverag-
ing their encoder-decoder architectures that were
pre-trained end-to-end on Arabic text. This archi-
tecture effectively captures input context and gen-
erates abstract summaries, making it well-suited
for MD summarization given the shared vocabulary
between MSA and MD.

On the other hand, the extractive summarization
baselines (Lead-2, TextRank, SumRank) and causal
language models (GPT-40 mini, Llama 3, Mistral
NeMo) achieved comparatively lower performance.
The extractive baselines struggled to produce co-
herent summaries, as they simply concatenate sen-
tences in an unsupervised manner, often leading to
disconnected and inconsistent outputs. Similarly,
causal LLMs like GPT-40 mini and Llama 3, which
were employed using zero-shot prompting, did not
perform as well as fine-tuned Arabic-specific and
multilingual models. This is likely due to the lack
of fine-tuning, which limits their adaptability to
Moroccan Darija summarization tasks.

Moreover, relying exclusively on ROUGE and
BERTScore metrics may not provide a comprehen-
sive assessment of generative models. As noted
by Nguyen et al. [2024], automatic evaluation
metrics like ROUGE and BERTScore primarily
measure n-gram overlap or embedding similarity,
which may not fully capture the creative and contex-
tually nuanced outputs generated by large language
models (LLMs). For instance, LLMs like GPT-
4o0-mini and Llama 3 are capable of rephrasing
summaries in ways that differ from the reference
text but still convey the intended meaning. For the
Mistral NeMo model, we observed difficulties in
understanding Arabic texts and dialects, which led
to hallucinations in the resulting summaries, Ad-
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ditionally, during the experiment, we found that
Mistral NeMo sometimes generated the summary
in French or Spanish. To mitigate this, we applied
post-processing to translate these summaries into
Arabic using the Google Translate API®. This trans-
lation step may have impacted Mistral’s overall
performance.

To illustrate the qualitative differences across
models, we provide example summaries generated
by each model alongside the reference summary in
Table 5.

7 Conclusion

In this study, we conducted an empirical evaluation
of various pre-trained language models for abstrac-
tive summarization of Moroccan Darija text, com-
paring the performance of Arabic-specific encoder-
decoder models, multilingual models, and causal
language models. Our findings demonstrate that the
multilingual model mBART, which is pre-trained
on a diverse set of languages, generally achieved
superior performance compared to the other mod-
els. The zero-shot application of causal language
models, including GPT-40 mini, Llama 3, and
Mistral NeMo, showed potential; however, results
indicated that fine-tuning would be necessary to
achieve contextually accurate and fluent summaries
in MD. Moreover, while automatic evaluation met-
rics like ROUGE and BERTScore provided useful
quantitative insights, they may not fully reflect qual-
itative aspects such as readability, fluency, and con-
sistency—attributes that are crucial in summariza-
tion tasks. Future research could further explore
this area by fine-tuning causal language models for
MD summarization and incorporating human eval-
uation to gain a more comprehensive understanding
of summary quality.
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