Dialect2SQL: A Novel Text-to-SQL Dataset for Arabic Dialects with a Focus
on Moroccan Darija

Salmane Chafik

Mohammed VI Polytechnic University
Ben Guerir, Morocco
chafik.salmane@umép.ma

Abstract

The task of converting natural language ques-
tions (NLQs) into executable SQL queries,
known as text-to-SQL, has gained signifi-
cant interest in recent years, as it enables
non-technical users to interact with relational
databases. Many benchmarks, such as SPI-
DER and WikiSQL, have contributed to the
development of new models and the evalua-
tion of their performance. In addition, other
datasets, like SEDE and BIRD, have intro-
duced more challenges and complexities to
better map real-world scenarios. However,
these datasets primarily focus on high-resource
languages such as English and Chinese. In
this work, we introduce Dialect2SQL, the first
large-scale, cross-domain text-to-SQL dataset
in an Arabic dialect. It consists of 9,428 NLQ-
SQL pairs across 69 databases in various do-
mains. Along with SQL-related challenges
such as long schemas, dirty values, and com-
plex queries, our dataset also incorporates the
complexities of the Moroccan dialect, which is
known for its diverse source languages, numer-
ous borrowed words, and unique expressions.
This demonstrates that our dataset will be a
valuable contribution to both the text-to-SQL
community and the development of resources
for low-resource languages.

Keywords : Text-to-SQL, Low Resource Lan-
guage, Moroccan Dialect

1 Introduction

SQL or Structured Query Language is a powerful,
standardized programming language used by de-
velopers to interact with relational databases. It
provides a framework for defining, manipulating,
and querying data stored in a structured format,
typically organized into tables. It is essential for
managing the creation, retrieval, update, and dele-
tion of data, commonly referred to as CRUD op-
erations (Create, Read, Update, Delete). SQL is
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commonly used in various applications, from small
systems to large-scale enterprise platforms, and is
integral to desktop, web, and mobile applications
alike. Mastery of SQL remains a foundational skill
for software engineers and professionals working
with databases and data management.

Implementing SQL queries has become signif-
icantly easier and simpler with the introduction
of text-to-SQL models, which can convert natu-
ral language questions (NLQs) into executable and
efficient SQL queries (Qin et al., 2022). The avail-
ability of various datasets and benchmarks, such
as (Yu et al., 2019; Zhong et al., 2017), has facil-
itated the training, fine-tuning, and evaluation of
code-based Large Language Models (LLMs) for
the text-to-SQL task.

The development of such datasets and models
was driven by the significant demand for text-to-
SQL chatbots and integrated applications, which
provide an environment for generating and execut-
ing SQL queries. These tools allow non-technical
users, who may not be familiar with SQL, to in-
teract with a deployed relational database using
everyday language. Such applications have im-
mense potential across industries that store data in
structured formats and make it accessible to users
via web or mobile applications. For example, in
the healthcare sector, text-to-SQL integrated appli-
cations can enable doctors and other medical pro-
fessionals to easily query patient records or retrieve
statistics by simply asking questions like, "How
many patients had advanced-stage cancer in 2025
and survived?’, all without needing SQL knowl-
edge. This capability not only saves time but also
provides crucial data insights that can inform pa-
tient care and treatment planning. Similarly, in the
finance sector, a financial analyst could ask, *What
was the revenue growth for each quarter this year?’
and retrieve relevant data directly from a financial
database. This simplifies data analysis and allows
analysts to focus on interpretation rather than query
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composition.

However, previous work has primarily focused
on high-resource languages, such as English and
Chinese, often by translating English versions of
these datasets. While translation models have sig-
nificantly improved for high-resource languages,
creating text-to-SQL datasets for low-resource lan-
guages or dialects remains challenging. This dif-
ficulty stems from the need for skilled software
engineers who not only fully understand SQL syn-
tax but also have a strong command of English, as
most existing resources and dataset examples are in
English. Additionally, cultural and linguistic differ-
ences can affect how questions are phrased, making
it difficult to adapt high-resource or even multilin-
gual text-to-SQL models to these languages and
dialects.

To address these challenges, we introduce what
we believe to be the first text-to-SQL dataset specif-
ically developed for an Arabic dialect, named Di-
alect2SQL. This dataset is tailored to the Moroccan
dialect, also known as Darija, which is known by
its linguistic complexity. Moroccan Darija is a
unique mix, incorporating vocabulary and gram-
matical structures from a diverse range of source
languages, including Arabic, Berber, French, and
Spanish. It features numerous borrowed words and
distinctive expressions that set it apart from Modern
Standard Arabic and other Arabic dialects, making
it particularly challenging for natural language pro-
cessing tasks. We believe that Dialect2SQL will
play a significant role in advancing text-to-SQL
capabilities for low-resource languages.

The paper is structured as follows. Section 2
presents a review of related work, while Section
3 provides a detailed explanation of each step in-
volved in the construction of Dialect2SQL. We fin-
ish concluding the paper and suggesting potential
directions for future research.

2 Related Work

In recent years, there has been significant progress
in the field of text-to-SQL. Various studies (Qin
etal., 2022; Gao et al., 2023) focused on improving
the accuracy and efficiency of converting natural
language questions into SQL queries, and others
focused on addressing the critical needs of datasets
and benchmarks.

Zhong et al. (Zhong et al., 2017) introduced the
first large-scale cross-domain text-to-SQL dataset
WikiSQL, composed of 80,654 examples dis-
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tributed across 24,241 tables from Wikipedia in dif-
ferent domains. However this dataset was judged
of simplicity, each question concerns only one sim-
ple table. To address this problem, 11 students
from Yale University manually annotated a text-to-
SQL dataset named SPIDER (Yu et al., 2019). This
dataset comes with more complex queries joining
multiple tables and spanning different domains and
databases. However, both datasets were judged
non-realistic because of the way they were created,
simple database schemas, and simple questions.

To address this issue, hazoom et al. (Hazoom
et al., 2021) introduced SEDE, a text-to-SQL
dataset dedicated solely for training and evalua-
tion, composed of 12,023 NLQ-SQL pairs col-
lected from real usage on the Stack Exchange web-
site, including a variety of real-world challenges
rarely reflected in previous works. In the same
context, Li et al. (Li et al., 2023) constructed an-
other benchmark named BIRD containing 12,751
pairs, 95 databases, and spanning over 37 profes-
sional domains. This benchmark comes with more
challenges to immitate real-world situation by pro-
viding long sequence schemas, One database may
include up to 60 tables, and dirty values.

While these studies focused on English datasets,
other works have explored datasets in additional
languages. For example, Dou et al. (Dou et al.,
2022) manually translated the SPIDER dataset
into multiple languages, including English, Ger-
man, French, Spanish, Japanese, Chinese, and Viet-
namese. They conducted various experiments us-
ing multilingual models in each language to assess
the impact of training large language models on the
same dataset across different languages simultane-
ously. Additionally, they introduced a framework
called SAVE (Schema Augmentation with Verifi-
cation) to help close the performance gap between
models trained on the English dataset and those
trained on other languages.

On the other hand, Bakshandaeva et al. (Bak-
shandaeva et al., 2022) introduced PAUQ, the first
Russian text-to-SQL dataset, which they developed
based on the SPIDER dataset. They trained two
baseline models, RAT-SQL (Wang et al., 2019) and
BRIDGE (Lin et al., 2020), on PAUQ to assess the
trade-offs between using automatically translated
and manually crafted natural language questions.
Their analysis highlights the strengths and limita-
tions of each approach, offering insights into how
translation quality affects model performance in
multilingual text-to-SQL tasks.



Similarly, Almohaimeed et al. (Almohaimeed
et al., 2024) introduced an Arabic version of the
SPIDER dataset, naming it Ar-SPIDER. To explore
the linguistic challenges specific to Arabic, the au-
thors fine-tuned two base models, LGESQL (Cao
et al., 2021) and S2SQL (Hui et al., 2022), us-
ing two different multilingual encoders: mBERT
(Pires, 2019) and XLM-R (Conneau, 2019). Addi-
tionally, they proposed a Context Similarity Rela-
tionship (CSR) approach, which led to a significant
increase in overall performance, helping to close
the gap between Arabic and English language mod-
els.

Other datasets have been created from scratch
to support cross-database context-dependent Text-
to-SQL (XDTY) tasks. For instance, the CHASE
dataset (Guo et al., 2021) includes 17,940 ques-
tions in Chinese designed specifically for XDTS.
CHASE enables models to handle complex, multi-
turn questions across different databases, facilitat-
ing research into both cross-database adaptability
and contextual dependency in query generation.
Likewise, the SeSQL dataset (Huang et al., 2022)
comprises 27,012 question-SQL pairs, also in Chi-
nese. SeSQL further enriches the resources avail-
able for training and evaluating models on XDTS
tasks by providing a wide array of question types
and database contexts.

Motivated by these works, our paper introduces
a large-scale, cross-domain text-to-SQL dataset in
the Moroccan dialect, based on the well-known
BIRD dataset (Li et al., 2023).

3 Approach

This section explains the choice of dataset, the
translation process, and presents key statistics for
Dialect2SQL.

3.1 Dataset

The BIRD dataset, formally known as the Blg
Bench for laRge-scale Database Grounded Text-
to-SQL Evaluation (Li et al., 2023), represents one
of the latest and most comprehensive resources for
evaluating text-to-SQL systems. Released at the
end of 2023, BIRD is designed to test the capa-
bilities of models in generating SQL queries from
natural language questions across a diverse set of
domains and databases. It contains 12,751 unique
question-SQL pairs, which span across 95 exten-
sive databases in 37 distinct domains.

We chose BIRD because of the unique chal-
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lenges it introduces. This dataset includes long
schemas, with some databases containing up to 60
tables. It also incorporates dirty values, where nat-
ural language questions may include incomplete or
abbreviated values. In such cases, the model must
infer the correct values using external knowledge, a
new aspect introduced by this dataset. Additionally,
BIRD features complex queries that may join up
to six tables in a single query and utilize various
functions not seen in previous datasets.

3.2 Dataset Translation

To achieve an efficient translation, we use GPT-4
to translate BIRD questions of the train set into
Moroccan Darija. We then ask three computer sci-
ence students, one PhD student and two master’s
students, who are native speakers of Moroccan Dar-
ija and proficient in SQL, to edit these questions
according to the following guidelines:

* The English question is translated into Darija
using Arabic letters.

* Values such as names, surnames, countries,
cities, company names, and movie titles re-
main in English.

Numbers are written using the Hindu-Arabic
numeral system, or Western Arabic numerals
(1, 2, 3) rather than Eastern Arabic numerals

(v ey oy).

e The context for this SQL task, which includes
table-creation statements (e.g., CREATE TABLE
...), 1s not translated.

The first guideline was established because many
Moroccans use Latin characters to write in Darija.
To avoid confusion, we implemented this guideline.
The second guideline was created because personal
or company names can be written in various ways
using Arabic letters. For example, the name "Wolf-
gang Reitherman" can be written in different forms,
as shown in Table 1. The back translation to En-
glish might change a letter or two, which can lead
to different results in an SQL query. The final
guideline was established because the context is
an SQL query that creates database tables includ-
ing columns and their types, that’s why it should
remain in SQL (English).

A final iteration was conducted by the same PhD
student to ensure the quality of the translation and
adherence to the established guidelines across the
entire dataset.



Dialect2SQL includes four main features:
db_id, representing the database identifier; ques-
tion, representing the English question; dar-
ija_question, representing the translated question
into Moroccan Darija; SQL, the related SQL query;
and schema, the database schema, which includes
the SQL queries for the creation of all the tables in
the related database. An example is displayed in
Listing 1.

3.3 Translation Error

To illustrate the difference between the automatic
and the manual translation, we computed several
metrics on automatically translated questions by
comparing them to manually translated ones as
references. Table 2 presents four main metrics.

* CER (Character Error Rate), measures the
percentage of characters that are incorrect in
the translation. Calculated as the number of
character insertions, deletions, and substitu-
tions required to convert the translation to the
reference, divided by the total number of char-
acters in the reference.

S+D+1
N

_ S+D+I
S+ D+C

CER =

Where S is the number of substitutions, D is
the number of deletions, I is the number of in-
sertions, C is the number of correct characters,
N is the number of characters in the reference
(N=S+D+C).

e WER (Word Error Rate), which is similar to
CER, but operates in a word level.

e TER (Translation Edit Rate), measures the
number of edits (insertions, deletions, substi-
tutions, and shifts) needed to match the trans-
lated text with the reference. It’s also normal-
ized by the length of the reference.

CharacTER (Character Translation Edit
Rate), is a variant of TER that operates at
the character level.

English name Arabic name

QQ}L,éuagjg olen, 5u¢53: olery!, éb@bj
oy @ldlss ¢ Olantly wladdyy ¢ plont, wladls
Oboily wladlys ¢ olony, padly ¢ an, Bladlss
Olast, gladly ¢ Qlagy, wladlys « loill, madlys

Wolfgang Reitherman

Table 1: Different ways to write "Wolfgang Reitherman"
in Darija

&9

Example

schema :

CREATE TABLE client (
client_id  TEXT
sex TEXT,
day INTEGER,
address_1 TEXT,
address_2  TEXT,
district_id TEXT,

primary key,

foreign key (district_id)
references district(district_id)

B

CREATE TABLE events (

Date received DATE,
Product TEXT,
Timely_response TEXT,
Consumer_disputed  TEXT,
Client_ID TEXT,

foreign key (Client_ID)
references client(client_id)

DE

question :
What is the full address of the customers
who, having received a timely response
from the company, have dispute about that
response?

darija_question :
ot b any ¢ M1 OUEIN Js JoKI1 olyidl 9o it

SQL
SELECT
T1.address_1,
T1.address_2
FROM
client AS T1
INNER JOIN events AS T2 ON
T1.client_id = T2.Client_ID
WHERE
T2.Timely_response = "Yes"
AND T2.Consumer_disputed = "Yes";

Listing 1: One example of DARIJA_BIRD



Metric
AVG

CER
0.170

WER
0.234

TER
0.233

CharacTER
0.168

Table 2: Average error rates across the translated dataset:
Character Error Rate (CER), Word Error Rate (WER),
Translation Edit Rate (TER), and Character Translation
Edit Rate (CharacTER)

The results show that, on average, 17% of the
characters in the automatically translated questions
are incorrect when compared to the manually trans-
lated questions. Also, 23.40% of the words in the
automatically translated questions are inaccurate
compared to the manual translations. Finally, the
TER score illustrates that 23.30% is the proportion
of changes needed.

These metrics were computed using Hugging-
Face library Evaluate '

3.4 Statistics

As illustrated in Table 3, Dialect2SQL, which is the
translated training set of BIRD, consists of 9,428
NLQ-SQL pairs spanning 69 different databases
covering diverse domains, such as food, books,
education, transport, crime, and more. On aver-
age, there are 137 examples per database, though
some databases contain only a few dozen examples,
while others contain several hundred. Similarly, the
number of tables per database varies from 2 to 60,
with an average of 8 tables per database. The aver-
age number of tables per database in BIRD is 7.30
due to the low complexity of the test set.

3.5 Baselines

Large Language Models (LLMs) have rapidely
emerged as the best solution for the text-to-SQL
task. They have outperformed previous solu-
tions such as rule-based, or sketch-based methods,
and traditional machine learning models, by bet-
ter understanding the questions and their related
schemas.

Table 4 illustrates the performance of three fa-
mous families of LLMs dedicated for code gen-
eration, StarCoder2 (Lozhkov et al., 2024), Code
Ilama (Roziere et al., 2023), CodeT5 (Wang et al.,
2021), on a subset of Dialect2SQL composed of
697 random questions in the Moroccan dialect.

In this evaluation, we computed three main met-
rics, which are defined below.

* BLEU (Bilingual Evaluation Understudy),

"https://huggingface.co/evaluate-metric
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used to evaluate the quality of a generated
SQL query compared to one or more refer-
ence SQL queries. It compares the n-grams
(sequences of n tokens or words) in the gener-
ated query to those in the reference queries.

SQAM (SQL Query Analysis Metric), which
divides the predicted and true queries into sev-
eral clauses (SELECT, FROM, WHERE, etc.)
and compares the content of each clause indi-
vidually, with importance weights assigned to
each clause based on its relevance.

TSED (Tree Similarity of Editing Distance),
a metric that converts both the predicted and
true queries into abstract syntax trees (ASTs)
and calculates the editing distance between
them to capture their structural similarity.

These metrics ranges from O to 1, where a higher
score indicates higher quality and greater similarity
between the queries.

As shown in Table 4, the 7-billion-parameter
variant of StarCoder2 outperforms the 7-billion-
parameter variant of CodeLlama, as well as the
smaller models: the 3-billion-parameter variant
of StarCoder2 and the 2-billion-parameter variant
of CodeT5. This demonstrates that StarCoder2,
particularly in its 7-billion-parameter configuration,
offers superior performance in this task compared
to both similar-sized and smaller alternatives in the
domain of code generation and comprehension.

4 Conclusion & Future Work

In this paper, we introduce a novel large-scale,
cross-domain text-to-SQL dataset in the Moroccan
dialect (Darija), named Dialect2SQL. This dataset
is manually translated from the English version of
BIRD, which is known for its complexity, variety,
and the new challenges it introduces in mapping
real-world scenarios. To ensure the quality of the
dataset, we first perform an initial automatic trans-
lation using GPT-4, followed by manual editing
of the automatically translated questions by three
computer science students who are native speak-
ers of Darija and proficient in SQL. This two-step
process, automatic translation followed by detailed
manual revision, ensures both linguistic accuracy
and alignment with the technical requirements of
SQL, thereby enhancing the quality and usability
of the dataset.



Table 4: Code based Large Language Models perfor-
mance on a subset of Dialect2SQOL

While the creation of the first text-to-SQL
dataset in an Arabic dialect marks a significant
step forward, our journey to improve the perfor-
mance of text-to-SQL models for Arabic dialects
is just beginning. First, we aim to use this dataset
to develop a model capable of understanding Dar-
ija and performing effectively in the text-to-SQL
task. Second, we plan to expand the dataset to in-
clude other Arabic dialects, allowing the model to
cover a broader range of dialects across the Arabic-
speaking world. Finally, we may leverage this
dataset to create a translation model capable of
translating effectively in both directions, English
to Darija and Darija to English, further supporting
cross-linguistic applications and bridging the gap
between Darija and English-language resources.
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