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Abstract

This study evaluates the performance of
large language models (LLMs) on benchmark
datasets designed for dialect-specific NLP tasks.
Dialectal NLP is a low-resource field, yet it
is crucial for evaluating the robustness of lan-
guage models against linguistic diversity. This
work is the first to systematically compare state-
of-the-art instruction-tuned LLMs—both open-
weight multilingual and closed-weight genera-
tive models—with encoder-based models that
rely on supervised task-specific fine-tuning for
dialectal tasks. We conduct extensive empiri-
cal analyses to provide insights into the current
LLM landscape for dialect-focused tasks. Our
findings indicate that certain tasks, such as di-
alect identification, are challenging for LLMs
to replicate effectively due to the complexity of
multi-class setups and the suitability of these
tasks for supervised fine-tuning. Additionally,
the structure of task labels—whether categor-
ical or continuous scoring—significantly af-
fects model performance. While LLMs excel
in tasks like machine reading comprehension,
their instruction-following ability declines in
simpler tasks like POS tagging when task in-
structions are inherently complex. Overall, sub-
tle variations in prompt design can greatly im-
pact performance, underscoring the need for
careful prompt engineering in dialectal evalua-
tions.1

1 Introduction

Natural Language Processing (NLP) systems have
traditionally focused on high-resource languages,
leaving dialectal variations underexplored (Kan-
tharuban et al., 2023). In this work, we address this
gap by evaluating large language models (LLMs)
on task-specific benchmark datasets curated for
various dialects. Dialectal tasks often lack the
resources available for standard languages, but

1Code repository: https://github.com/ffaisal93/
DialectBench

they provide critical insights into a model’s ro-
bustness across linguistic diversity (Joshi et al.,
2024). To our knowledge, no prior studies have sys-
tematically assessed LLM performance on dialect-
focused NLP tasks. We compare LLMs such as
GPT-4 (OpenAI, 2023) and Aya-101 (Üstün et al.,
2024) with state-of-the-art multilingual encoder
models like mBERT (Devlin et al., 2019) and XLM-
R (Conneau et al., 2020) to establish new baselines
and identify areas where LLMs either excel or fall
short.

Our Contributions: We make several key contri-
butions to the understanding of LLM performance
in dialect-specific tasks:

• We conduct the first systematic evaluation of
LLMs on dialectal NLP tasks across seven NLP
tasks, comparing instruction-tuned models (GPT-
4, Aya-101) with fine-tuned encoder models
(mBERT, XLM-R) to establish new baselines.

• Our findings reveal significant limitations of
LLMs in complex multi-class dialect identifica-
tion tasks, where in-context learning with large
LLMs falls short compared to fine-tuned en-
coders. Adding more prompt examples yields
only slight gains, while Aya-101 shows a strong
bias, frequently misclassifying Arabic varieties
as Sudanese Arabic.

• We show that LLM performance is influenced
by task label structure (e.g., categorical vs. con-
tinuous), with challenges arising in score-based
sentiment classification for specific dialects.

• LLMs excel in Machine Reading Comprehension
but struggle with simpler tasks like POS tagging
when instructions are complex, underscoring the
need for clear task framing.

Overall, this study contributes to a deeper under-
standing of LLM behavior in low-resource, dialect-
rich environments and emphasizes the need for

https://github.com/ffaisal93/DialectBench
https://github.com/ffaisal93/DialectBench
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tailored approaches when working with dialectal
NLP tasks.

2 Dialectal Datasets and Benchmarking

DIALECTBENCH: To evaluate LLMs on dialect-
specific tasks, we utilize the design framework
and task dataset collections from DIALECT-
BENCH (Faisal et al., 2024), a benchmark that
focuses on language varieties organized into struc-
tured language clusters. In this benchmark, a lan-
guage cluster is a group of related language vari-
eties that share a common linguistic origin and ex-
hibit similarities in grammar and vocabulary. Each
cluster includes several language varieties with
shared ancestry, based on the Glottocode classi-
fication (Hammarström and Forkel, 2022). Within
each cluster, a cluster representative is selected to
serve as a standardized reference point for eval-
uating the entire group. This makes it easier to
compare model performance across different di-
alects within the same cluster. For example, in the
Arabic language cluster, Modern Standard Arabic
(MSA) often acts as the representative variety when
it is available for a task. This method allows for
consistent and efficient evaluation of models across
various dialectal forms.

Task Selection: We experiment with seven tasks
from the DIALECTBENCH task collections. These
tasks are:

1. Parts-of-Speech (POS) Tagging
2. Dialect Identification (DId)
3. Sentiment Analysis (SA)
4. Topic Classification (TC)
5. Natural Language Inference (NLI)
6. Multiple-Choice Machine Reading Compre-

hension (MRC)
7. Extractive Question Answering (EQA)

Table 1 provides an overview of the datasets used
for each task, including the number of language
clusters and varieties covered. These tasks were
selected based on their data availability across di-
verse dialectal varieties. For instance, POS tag-
ging, as a structured prediction task, utilizes the
Universal Dependency dataset, which includes 11
clusters and 25 varieties. Classification tasks, such
as Dialect Identification (DID), Sentiment Anal-
ysis (SA), Topic Classification (TC), and Natu-
ral Language Inference (NLI), draw from datasets
like MADAR, DSL-TL, and TSAC, among oth-
ers. Similarly, for question answering tasks, in-

cluding Machine Reading Comprehension (MRC)
and Extractive Question Answering (EQA), we uti-
lize datasets like Belebele and SDQA, with these
tasks covering between 4 to 5 clusters and multiple
varieties. In Appendix Table 6, we report all the
language clusters and their varieties explored in
this study.

3 Experimental Setup

This section outlines the selected language models
for evaluation, along with the training and evalua-
tion configurations.

3.1 Models

We utilize four models with varying sizes and ca-
pabilities: mBERT (Devlin et al., 2019), XLM-
R (Conneau et al., 2020), GPT-4 (OpenAI, 2023),
and Aya-101 (Üstün et al., 2024). The first two,
mBERT and XLM-R, are multilingual encoder-
based models trained using masked language mod-
eling and next-token prediction tasks across hun-
dreds of languages. We finetune these pretrained
models on task-specific datasets using supervised
setups.

In contrast, GPT-4 and Aya-101 are large-scale
generative models designed for instruction fol-
lowing. Aya-101 is an open-weight multilingual
instruction-tuned model built on the T5 (Raffel
et al., 2020) encoder-decoder architecture, and it
has been trained on data covering 101 languages.
On the other hand, GPT-4 is a closed-weight model.
Due to GPT-4’s large scale and diverse data expo-
sure, we hypothesize that it may exhibit strong
robustness across multilingual settings.

3.2 Training Configuration

DIALECTBENCH datasets have an uneven distribu-
tion of training data availability across tasks and
varieties. As a result, we opted for a diverse set of
task-specific finetuning configurations best suited
for the available resource utilization. A summary
of these configurations is reported in Table 2. The
following subsections further clarify the different
experimental setups:

1. Cross-Lingual Transfer from English: For
several tasks, we faced low-resource train-
ing data for certain varieties. As a result, it
wouldn’t be a fair comparison to fine-tune
some varieties on high-resource data while
others are fine-tuned on low-resource data. To
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Category Task Metric #Clusters #Varieties Source Dataset

Structured
Prediction

POS tagging F1 11 25 Universal Dependency (Zeman et al., 2021), Singlish (Wang et al., 2017)

Classification DId F1 6 45 MADAR (Bouamor et al., 2018), DMT (Jauhiainen et al., 2019), Greek (Sababa and Stassopoulou, 2018),
DSL-TL (Zampieri et al., 2023), Swiss Germans (Scherrer et al., 2019)

SA F1 1 9 TSAC (Medhaffar et al., 2017), TUNIZI (Fourati et al., 2021), DzSentiA (Abdelli et al., 2019),
SaudiBank (Alqahtani et al., 2022), MAC (Garouani and Kharroubi, 2022), ASTD (Nabil et al., 2015),
AJGT (Alomari et al., 2017), OCLAR (Al Omari et al., 2019)

TC F1 15 38 SIB-200 (Adelani et al., 2023)
NLI F1 15 38 XNLI (Conneau et al., 2018) translate-test

Question MRC F1 4 11 Belebele (Bandarkar et al., 2024)
Answering EQA Span F1 5 24 SDQA (Faisal et al., 2021)

Table 1: DIALECTBENCH tasks used to evaluate generative models against multilingual encoders. This table
presents selected dialectal and variety-specific datasets, highlighting task metrics, number of language clusters, and
varieties. The study extends the original benchmark to compare instruction-tuned LLM performance with traditional
multilingual models.

Task Encoder (finetune) LLM (k-shot ICL)
English Cluster-rep. Variety Combined English Cluster-rep. Variety Combined

SA - - - ✓ - - - ✓

TC ✓ ✓ - - ✓ - ✓ -

NLI ✓ - - - ✓ - - -

MRC - - - ✓ - - - ✓

EQA ✓ - - ✓ ✓ - - ✓

POS tagging ✓ - - - ✓ - - -

DId - - - ✓ - - - ✓

Table 2: Task-specific experimental configurations: Encoder models are fine-tuned on English data, representative
languages of each cluster, or a mixture of language varieties. In contrast, LLMs employ k-shot In-Context
Learning (ICL) using prompts in English, the representative language of the cluster, the target language variety, or a
combination of these language varieties.

address this, we adopted a more practical ap-
proach: fine-tuning on standard English task
data, which is almost always available, and
performing zero-shot evaluations on all target
varieties. We applied this method for POS
tagging, Topic Classification, Extractive QA,
and NLI.

2. Finetuning on Cluster-representative: In
addition to cross-lingual transfer from stan-
dard English, we conducted an experiment
where encoder models were fine-tuned on
cluster representatives within the Topic Clas-
sification dataset. This approach was feasible
because all cluster-representative training data
for this task was equal in size. The result is a
set of cluster-specific, fine-tuned Topic Classi-
fication models, which we then used to eval-
uate performance on their respective cluster
varieties.

3. Combined Fine-tuning: Instead of fine-
tuning on a single variety, for tasks such as
Sentiment Classification and Dialect Identifi-
cation, we fine-tune using a combined dataset

from all varieties to create a supervised classi-
fication model. For tasks like Extractive QA
and Machine Reading Comprehension, the
training data is limited to multiple standard
varieties. Consequently, for these tasks, we
also fine-tune on the available combined train-
ing data and then evaluate performance on the
other available dialects.

4. In-Context Learning: For LLMs, we skip
fine-tuning and rely on in-context learning
(ICL) with randomly chosen k-shot exam-
ples (k=3) in either English, the target cluster-
representative, or the target variety itself. For
classification tasks with a large number of cat-
egories (e.g., Dialect Identification), we pro-
vide one example per class to keep the prompt
sequence manageable. Additionally, for tasks
involving combined training data (e.g., Ex-
tractive QA and Machine Reading Compre-
hension), we sample out our k-shot examples
from this aggregated set.
For all instruction prompts used in task-
specific in-context learning, we keep the in-
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structions as straightforward as possible, opt-
ing for the simplest form of task description.
This approach ensures that the model’s perfor-
mance is primarily a reflection of its inherent
capabilities rather than prompt engineering.
All task-specific instruction prompts can be
found in Appendix A.

3.3 Evaluation Criteria
Our study is structured to empirically identify fail-
ure cases in LLM performance using encoder mod-
els as baselines. In-context learning via prompt-
ing is exclusively employed for LLMs (Aya-101
and GPT-4). On the other hand, encoder models
are evaluated using supervised fine-tuning setups,
which are deterministic, unlike LLMs which can ex-
hibit variability in responses depending on prompt
phrasing and context. When we observe inconsis-
tencies or failures, we analyze these cases further
in the task analysis section to hypothesize potential
root causes and conduct targeted ablation studies
to investigate specific issues.

Metrics: For task-specific comparative evalua-
tion, we calculate metrics such as F1 score and
Accuracy for different tasks, as presented in Ta-
ble 1. Guided by the task configurations outlined
in Table 2, we identify the highest achievable per-
formance for each language variety and task com-
bination, comparing smaller, encoder-based mod-
els with larger LLMs. Using these performance
scores, we establish two comparative metrics based
on performance deltas, denoted as ∆LLM-enc and
∆closed-open:

• ∆LLM-enc: This metric represents a global com-
parison across all model types, measuring the
performance difference between the best small-
sized, non-instruction-tuned encoder models and
instruction-tuned large language models (LLMs).

• ∆closed-open: This metric is a local comparison
within the LLM category, representing the perfor-
mance gap specifically between a closed-weight
instruction-tuned LLM (GPT-4) and an open-
weight multilingual instruction-tuned LLM (Aya-
101).

These two metrics are used to pinpoint anomaly
cases and to identify general trends and differ-
ences when transitioning from non-instruction-
tuned small-sized encoder models to instruction-
tuned LLMs, as well as when comparing closed-
weight and open-weight instruction-tuned LLMs.

Task Metric mBERT XLM-R GPT4 AYA

SA Acc 78.8 80.1 69.1 65.8
TC F1 75.3 73.1 84.9 79.2
NLI F1 58.4 63.3 68.9 63.6
MRC F1 39.4 40.3 80.8 71.7
EQA F1 69.2 67.2 53.8 73.1
POS
tagging

F1 52.5 51.2 59.8 15.9

DId F1 65.7 59.3 27.9 16.4

Table 3: Average maximum task performance for each
model under various configurations (e.g., transfer from
English, in-cluster tuning, ICL). The bold values indi-
cate the highest performance achieved for each task,
while underlined values mark the lowest performance.
GPT-4 generally outperforms other models across most
tasks, while AYA struggles significantly with POS tag-
ging and LLM generally fails on the multi-label Dialect
Identification task.

4 Takeaway from Task-Specific Results

Table 3 presents a summary of average maximum
task performance across various models. We ob-
serve that GPT-4 generally performs well in Ma-
chine Reading Comprehension (MRC) and Natural
Language Inference (NLI) tasks, outperforming
smaller encoder-based models in these areas. How-
ever, GPT-4 lags in tasks such as Parts of Speech
(POS) tagging and Extractive Question Answering
(EQA), where encoder-based models like mBERT
and XLM-R outperform it. Aya-101, despite being
multilingual, consistently struggles, especially in
complex tasks like POS tagging and Dialect Identi-
fication (DID).

Table 4 highlights the variability in model perfor-
mance based on different language varieties. For
certain tasks like MRC and NLI, the performance
gap between LLMs and encoder models is positive,
indicating superior results for LLMs. However,
for tasks like DID and POS tagging, LLMs under-
perform significantly compared to encoder-based
models, especially when tasked with handling di-
verse or low-resource language varieties.

We provide detailed task-specific results in Ap-
pendix D Tables 8 to 14. Based on these results,
our key takeaways are as follows:

Classification Gap Due to Label Differences
The sentiment analysis task aggregates data at the
level of different Arabic varieties from various
sources, which contain a diverse set of task labels
per dialect, significantly contributing to the differ-
ences in performance across dialects. The results
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∆LLM-enc

Task Avg Min_Variety Min Max_Variety Max

SA -8.90 arabic, egyptian arabic -41.79 arabic, arabic (a:jordan) 3.34
TC 7.70 sinitic, cmm sinitic (o:traditional) -4.41 kurdish, central kurdish 58.85
NLI 6.59 sinitic, cantonese -3.33 sotho-tswana (s.30), southern sotho 26.69
MRC 42.31 sotho-tswana (s.30), northern sotho 31.00 arabic, egyptian arabic 50.61
EQA 2.27 anglic, indian english (a:south) -6.88 korean, korean (a:south-eastern,

m:spoken)
47.45

POS
tagging

3.61 anglic, english -9.40 saami, north saami 20.76

DId -38.15 (sinitic, m. chinese (a:taiwan, o:simp.)) -87.58 (anglic, north american) -4.20

∆closed-open

Task Avg Min_Variety Min Max_Variety Max

SA 3.29 arabic, moroccan arabic -9.45 arabic, south levantine arabic 36.59
TA 5.08 sotho-tswana (s.30), northern sotho -6.81 arabic, standard arabic 9.55
NLI 5.39 latvian, east latvian -16.74 sw. shif. romance, portuguese

(a:european)
20.42

MRC 9.14 sotho-tswana (s.30), northern sotho -14.85 arabic, egyptian arabic 18.21
EQA -17.46 bengali, vanga (a:west bengal) -32.75 anglic, philippine english -8.62
POS
tagging

43.86 tupi-guarani subgroup i.a, old guarani -0.55 high german, german 76.53

DId 11.47 (southwestern shifted romance, spanish) -32.74 (arabic, rabat-casablanca arabic) 41.65

Table 4: Task-specific performance summary across ∆LLM-enc and ∆closed-open metrics. A positive ∆LLM-enc indicates
that LLMs with in-context learning (ICL) outperform supervised fine-tuning of smaller encoders, while a negative
value suggests the opposite. A positive ∆closed-open indicates GPT-4’s closed-weight superiority over the open-weight
Aya-101, whereas a negative value favors Aya-101. For each task, the table shows the average delta, along with
minimum and maximum values across language varieties, identifying the language cluster and delta.

in Table 9 show that, in two cases—Tunisian Ara-
bic and Egyptian Arabic—we observe a more pro-
nounced performance gap (∆LLM-enc) between the
LLMs and encoder models. We find that the clas-
sification labels are [’positive’, ’neutral’,
’objective’, ’negative’] and [’neutral’,
’positive’, ’negative’] for these two dialects,
respectively. The results suggest that LLMs, es-
pecially when using in-context learning, struggle
with the increased number of classification labels,
which is further compounded by their limited grasp
of these specific Arabic dialects.

Moreover, considering ∆closed-open for South
Levantine Arabic, we observe a notable gap be-
tween the two LLMs, GPT-4 and Aya-101. The
classification labels for this dialect are [1, 2, 3,
4, 5]. Despite being a multilingual instruction-
tuned model, it becomes evident that Aya-101 strug-
gles with score-based sentiment classification. In
contrast, GPT-4 does not face the same difficulty
level, indicating a more robust ability to manage
such tasks effectively.

Performance Disparity in Complex vs. Simplis-
tic Classification Tasks In our experiment with
sentiment classification and dialect identification,

we observe that LLMs struggle with extreme multi-
label classification using only in-context learning
(ICL). This is largely due to label variation and
the challenges of intensity-score-based evaluation.
These factors result in performance gaps between
different LLMs.

In contrast, we see superior performance from
LLMs in natural language inference (NLI) and
topic classification tasks. These tasks are also
classification-based, but they are simpler. NLI
has three classes, and topic classification involves
seven topic classes. As a result, LLMs perform well
and significantly surpass supervised encoder fine-
tuning for low-resource languages such as Central
Kurdish and Sotho dialects. The variety understand-
ing gap becomes less apparent due to the LLMs’
robust ability to handle simpler classification tasks
effectively.

Machine Reading Comprehension: A Challenge
for Fine-Tuned Encoder Models This task con-
sists of a question, a context passage, and four
answer options. For supervised fine-tuning with
encoder models, each option was appended to the
question and context, treating the task as a four-
class classification problem. This setup led to
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suboptimal performance for fine-tuned encoder
models. In contrast, both Aya-101 and GPT-4
performed moderately well with just in-context
learning, similar to their success in topic classi-
fication and natural language inference (NLI). This
improved performance can be attributed to the
fact that LLMs can leverage their superior text-
understanding capabilities to read the context, in-
terpret the question, and select the correct answer,
making the MRC task relatively easier for them.

LLMs Often Struggle With Complex Instruc-
tion Following and Output Formatting The
task of Parts of Speech (POS) tagging uses a simple
token classification setup for fine-tuning encoder-
based models. However, transforming this task
into an in-context learning scenario requires mod-
erately complex instructions, including detailed
descriptions of token tags, input formats, and out-
put formats. When evaluating zero-shot perfor-
mance, where encoder-based models are fine-tuned
on English and LLMs are prompted with three-shot
examples, GPT-4 outperforms the other models.
In contrast, Aya-101, despite being a multilingual
model, falls significantly behind. A deeper inves-
tigation reveals that Aya-101 struggles to consis-
tently follow complex instructions and often fails
to properly format the output, which contributes to
its poor performance.

Interestingly, Aya-101 performs the best in the
extractive question answering (QA) task, surpass-
ing GPT-4. Surprisingly, GPT-4 also scores lower
compared to smaller encoder-based models. Upon
investigation, we find that, as with the POS tagging
task, output formatting issues contribute to this
discrepancy. Extractive QA with encoder-based
models involves retrieving an answer span from
the given context. To emulate this scenario for gen-
erative models, we instructed both Aya-101 and
GPT-4 to provide only the specific answer from the
given context. While Aya-101 adhered strictly to
the instructions, GPT-4 often included additional
tokens or information, resulting in subpar perfor-
mance when evaluated under the same criteria as
the other models.

LLMs Struggle With Dialect Identification In
encoder-based models, dialect identification is gen-
erally approached as a supervised classification
task, where the model is fine-tuned on labeled di-
alectal sentences and tasked with predicting the
correct dialect class for each input sentence dur-
ing evaluation. To adapt this setup for generative

LLMs, we provided each model with at least one ex-
ample sentence paired with its dialectal label, then
asked the model to classify additional sentences.
However, this method did not yield results com-
parable to those achieved by fine-tuned encoder
models. On average, GPT-4 performed better than
Aya-101, though this may be influenced by data
contamination, as GPT-4 could have had prior ex-
posure to some of the labeled datasets. Despite
these advantages, generative models still struggled
significantly with city-level Arabic dialect classifi-
cation, failing to accurately identify the dialects in
most cases.

The primary reason for this failure lies in the lim-
itations of extreme multi-label classification when
relying solely on in-context learning (ICL). Unlike
tasks such as common-sense reasoning or senti-
ment analysis—where ICL has shown success in
identifying familiar, intuitive categories—dialect
classification requires distinguishing between sub-
tle, complex labels that demand a deeper under-
standing of linguistic differences. As a result, us-
ing only ICL for this task proves suboptimal, as
it lacks the structure and specificity necessary to
accurately classify fine-grained dialectal variations.
Prior research has demonstrated that a combination
of candidate shortlisting with re-ranking (Zhu and
Zamani, 2024) or the use of retriever-based mod-
els (D’Oosterlinck et al., 2024) is more effective.
Given the task’s complexity—26 distinct Arabic
dialect classes—simply providing class labels and
a single example per class proved insufficient for
accurate identification.

5 Investigating Dialect Identification
Failure

Including Explanation-Prompt Yields No Im-
provement To investigate further the challenges
faced by LLMs in dialect identification task, we
conducted an ablation study on prompt-engineering
to improve dialect identification performance. The
experiment involved presenting varying numbers
of example sentences n=(1, 3, 10, 30, and 50 ex-
amples) per city-level dialect to GPT-4 and sub-
sequently prompting it to generate refined instruc-
tions for the classification task (presented in Fig. 2).
We then used these refined prompts to evaluate the
performance of Aya-101. Table 5 presents the re-
sults of this prompt refinement study. Despite the
iterative refinement process, the overall results did
not show significant improvements. The highest
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Figure 1: Confusion matrices for Arabic dialect classification across two LLMs: Aya-101 (prompting with one
example per class as well as with additional explanation) and GPT-4. Here 26 city-level dialects are grouped into
seven regional categories, providing a high-level view of model misclassifications and within-group confusions.
Notably, Aya-101 shows a strong bias toward predicting Sudanese Arabic regardless of the true label, while the
addition of explanation in the prompt reduces misclassification but introduces some "No Prediction" responses.
GPT-4 demonstrates more balanced performance, with fewer confusions across dialect groups.

score was achieved with the "n=30" setup, which
showed only a marginal improvement in F1 score.
While most dialects exhibited limited gains, there
were some exceptions, such as Rabat-Casablanca
and Modern Standard Arabic (MSA) showed a
slight increase in accuracy when more examples
were provided. For instance, the score for MSA
reached up to 17.0 with n=30, highlighting that
some dialects might benefit from increased expo-
sure during prompt refinement. This also suggests
that the relatively better performance for these vari-
eties might be attributed to Aya-101’s prior expo-
sure or broader representation of these dialects in
the training data.

Nevertheless, the performance of LLMs for di-
alect identification remains inadequate, especially
when relying solely on ICL for a large number of
dialect classes.

Aya-101’s Strong Bias Toward Sudanese Ara-
bic In our initial setup, we began with a detailed
set of 26 city-level Arabic dialects. To simplify
analysis and improve model interpretability, we
grouped these dialects into broader regional cate-
gories, such as Maghreb, Gulf Arabic, Levantine
Arabic, and Egyptian Arabic, as reported in Ta-
ble 7. This grouping provides a clearer perspective
on how models handle regional dialect distinctions
rather than granular city-level variations, allowing
us to assess the models’ generalization capabilities

across similar dialects. Upon grouping the dialect
classes, we visualized the confusion matrices for
Aya-101, Aya-101 with explanation (n=50), and
GPT-4 in Fig. 1.

We observe, Aya-101, without additional expla-
nations, exhibits a strong tendency to misclassify a
wide range of dialects as Sudanese Arabic, despite
Sudanese Arabic representing only a small fraction
(200 instances) of the dataset. This misclassifi-
cation does not align with the true label distribu-
tion, where Maghreb (1400 instances), Gulf Arabic
(1200), and Levantine Arabic (1000) are among
the most represented dialects. Aya-101’s errors
are predominantly concentrated within Maghreb
and Gulf Arabic groups, leading to a significant
over-prediction of Sudanese Arabic.

When provided with a longer prompt including
additional explanations, Aya-101 demonstrates im-
proved differentiation, particularly in distinguish-
ing Levantine and Egyptian Arabic from other
groups. However, this extended prompting intro-
duces a new issue: a portion of predictions are
left blank, marked as "No Prediction", indicating
instances where Aya-101 fails to respond with a
specific classification. This is a significant limi-
tation, as such non-responses reduce the model’s
effective prediction rate. Furthermore, Aya-101
continues to show substantial within-group confu-
sion, especially among dialects within the Gulf and
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(n-shot) With Explanation (n-shot)
n=1 n=1 n=2 n=10 n=30 n=50

Variety

aleppo 2.9 3.0 5.0 7.0 6.0 6.0
algerian 0.0 0.0 1.0 11.0 4.0 2.0
ara. peninsula (a:yemen) 0.0 0.0 4.0 1.0 3.0 0.0
egyptian (a:alx) 0.0 2.0 0.0 0.0 0.0 0.0
egyptian (a:asw) 0.9 1.0 3.0 0.0 0.0 0.0
egyptian (a:cai) 6.4 7.0 0.0 11.0 13.0 12.0
egyptian (a:kha) 6.8 7.0 7.0 8.0 7.0 8.0
fez. meknes 0.7 4.0 1.0 8.0 4.0 0.0
gilit mesop. 4.8 4.0 9.0 5.0 6.0 3.0
gulf (a:doh) 4.0 4.0 0.0 4.0 4.0 0.0
gulf (a:jed) 1.5 8.0 12.0 8.0 0.0 3.0
gulf (a:mus) 0.0 0.0 3.0 0.0 0.0 0.0
gulf (a:riy) 2.5 0.0 0.0 0.0 0.0 0.0
levan. (a:north-dam) 2.7 6.0 10.0 7.0 7.0 10.0
libyan (a:ben) 1.6 0.0 0.0 0.0 2.0 3.0
north mesop. (a:bas) 1.0 0.0 0.0 0.0 0.0 0.0
north mesop. (a:mos) 0.0 2.0 0.0 8.0 20.0 0.0
rabat-casablanca 0.9 1.0 2.0 13.0 24.0 23.0
sfax 6.8 3.0 8.0 8.0 3.0 9.0
s. levan. (a:south-amm) 1.7 0.0 1.0 2.0 0.0 0.0
s. levan. (a:south-jer) 5.4 1.0 1.0 2.0 3.0 1.0
s. levan. (a:south-sal) 0.0 1.0 4.0 0.0 1.0 0.0
standard 1.9 11.0 16.0 11.0 17.0 14.0
sunni beiruti 5.0 1.0 1.0 14.0 14.0 14.0
tripolitanian 0.0 0.0 0.0 2.0 3.0 9.0
tunisian (a:tun) 1.0 3.0 9.0 16.0 6.0 0.0

Avg. 2.2 2.7 3.7 5.6 5.7 4.5

Table 5: Dialect Identification Results for Aya-101 with
GPT-4 Explanation-Prompting. This table presents the
F1 scores for dialect identification using Aya-101, where
the model was prompted with explanations generated by
GPT-4. The explanations were provided with varying
numbers of examples (n-shots), from 1 to 50, for each
dialect. The average F1 score across dialects is shown
at the bottom, indicating limited improvements with
increased examples.

Maghreb regions, even with additional explanation.
In comparison, GPT-4 demonstrates the most ro-

bust performance across dialects. It closely aligns
with the true label distribution and shows higher ac-
curacy in identifying key groups such as Maghreb,
Levantine Arabic, and Modern Standard Arabic.
Although GPT-4 still exhibits within-group mis-
classification—such as confusing Gulf Arabic with
Iraqi Arabic—it effectively differentiates between
dialects overall. This indicates that, while longer
prompts with explanations enhance Aya-101’s per-
formance to some extent, GPT-4’s inherent under-
standing of dialectal distinctions remains signifi-
cantly stronger.

6 Related Work

The evaluation of language models has been a criti-
cal component in advancing natural language pro-
cessing (NLP). Evaluation benchmarks are neces-
sary to provide standardized, reproducible compar-
isons across models, ensuring that improvements
in architecture or training result in tangible per-
formance gains on a variety of tasks (Wang et al.,
2018). Popular benchmarks such as XTREME (Hu
et al., 2020) and GLUE (Wang et al., 2018) are

designed to assess models, primarily focusing on
standard language varieties and tasks like text clas-
sification and structural prediction.

With the development of large language mod-
els (LLMs), recent benchmarks have expanded to
include reasoning capabilities and expert domain
knowledge. Examples include benchmarks like
SuperGLUE (Wang et al., 2019), BigBench (Sri-
vastava et al., 2023), and MMLU (Hendrycks et al.,
2021), which evaluate models on complex reason-
ing, knowledge-intensive tasks, and multi-domain
expertise. These benchmarks are increasingly mul-
tilingual, but they still largely overlook dialectal
and non-standard language varieties across diverse
tasks.

Efforts in dialectal NLP have emerged, such
as the Arabic dialect corpus MADAR (Bouamor
et al., 2018) and resources developed through the
VARDIAL workshop (Scherrer et al., 2024), such
as DSL-TL (Zampieri et al., 2023) and Dialect-
COPA (Ljubešić et al., 2024). However, these
datasets remain largely scattered, and no unified
benchmark exists to comprehensively evaluate lan-
guage models on dialectal and non-standard va-
rieties across multiple languages and tasks. DI-
ALECTBENCH (Faisal et al., 2024) attempts to ad-
dress this by aggregating dialectal datasets using
a standardized approach with Glottocode mapping
for language clusters and varieties. However, it
primarily evaluates smaller encoder models and
does not comprehensively explore dialectal tasks
using recent advancements in large language mod-
els. Structured studies that leverage LLMs to eval-
uate a broad range of dialectal tasks remain largely
unexplored.

7 Conclusion

In this study, we evaluated the performance
of encoder-based models and LLMs on various
dialect-specific NLP tasks. Our results indicate
that while LLMs such as GPT-4 and Aya-101 ex-
cel in tasks like topic classification and natural
language inference, they struggle with complex in-
structions and formatting, particularly in Parts of
Speech (POS) tagging and dialect identification.
In contrast, fine-tuned encoder models outperform
LLMs in highly structured tasks such as POS tag-
ging and extractive question answering. These find-
ings suggest that while LLMs have potential, task-
specific fine-tuning or hybrid approaches are still
necessary for effectively handling nuanced, low-
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resource dialects.

Limitations

This study examines a limited selection of LLMs
(one closed-weight and one open-weight) and
solely relies on datasets provided by DIALECT-
BENCH.
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Čibej, Stefan Milosavljević, Peter Rupnik, and Taja
Kuzman. 2024. DIALECT-COPA: Extending the
standard translations of the COPA causal common-
sense reasoning dataset to South Slavic dialects. In
Proceedings of the Eleventh Workshop on NLP for
Similar Languages, Varieties, and Dialects (VarDial
2024), pages 89–98, Mexico City, Mexico. Associa-
tion for Computational Linguistics.

Salima Medhaffar, Fethi Bougares, Yannick Estève, and
Lamia Hadrich-Belguith. 2017. Sentiment analy-
sis of Tunisian dialects: Linguistic ressources and
experiments. In Proceedings of the Third Arabic
Natural Language Processing Workshop, pages 55–
61, Valencia, Spain. Association for Computational
Linguistics.

Mahmoud Nabil, Mohamed Aly, and Amir Atiya. 2015.
ASTD: Arabic sentiment tweets dataset. In Proceed-
ings of the 2015 Conference on Empirical Methods
in Natural Language Processing, pages 2515–2519,
Lisbon, Portugal. Association for Computational Lin-
guistics.

OpenAI. 2023. Gpt-4 technical report. OpenAI
technical report. Available at https://openai.com/
research/gpt-4.

Colin Raffel, Noam Shazeer, Adam Roberts, Katherine
Lee, Sharan Narang, Michael Matena, Yanqi Zhou,
Wei Li, and Peter J Liu. 2020. Exploring the lim-
its of transfer learning with a unified text-to-text
transformer. Journal of Machine Learning Research,
21(140):1–67.

Hanna Sababa and Athena Stassopoulou. 2018. A clas-
sifier to distinguish between Cypriot Greek and Stan-
dard Modern Greek. In 2018 Fifth International Con-
ference on Social Networks Analysis, Management
and Security (SNAMS), pages 251–255.

Yves Scherrer, Tommi Jauhiainen, Nikola Ljubešić,
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Appendix

A Task-Specific In-Context Learning Prompts

A.1 Parts of Speech Tagging (POS)

Instruction:
Given a sentence as space -separated tokens , predict the Part of Speech

↪→ (PoS) tags for each token. You will need to use the tags defined
↪→ below:

TAGS: [’NOUN ’, ’PUNCT ’, ’ADP ’, ’NUM ’, ’SYM ’, ’SCONJ ’, ’ADJ ’, ’PART ’,
↪→ ’DET ’, ’CCONJ ’, ’PROPN ’, ’PRON ’, ’X’, ’_’, ’ADV ’, ’INTJ ’, ’VERB ’,
↪→ ’AUX ’, ’CONJ ’, ’root ’]

Input format:
Sentence: [space -separated tokens]
Output format:
1 [token1] [predicted_tag1]
2 [token2] [predicted_tag2]
...
n [tokenn] [predicted_tagn]

Input:
Sentence: {sentence}
Output: <entities to predict >

A.2 Natural Language Inference (NLI)

Instruction:
Given a premise and a hypothesis , determine the relationship between them.
The possible relationships are:
- Entailment: The hypothesis follows logically from the premise.
- Neutral: The hypothesis may or may not be true given the premise.
- Contradiction: The hypothesis contradicts or is inconsistent with the

↪→ premise.

Premise: {premise}
Hypothesis: {hypothesis}
Relationship: <relation to predict >

A.3 Sentiment Analysis (SA)

Instruction:
Given a sentence , predict its sentiment as either {sentiment labels}

Sentence: {input_sentence}
Sentiment: <sentiment to predict >

A.4 Topic Classification (TC)

Instruction:
Given a sentence , predict its topic from one of the following categories:

↪→ <topic classes >

Sentence: {sentence}
Topic: <topic to predict >
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A.5 Extractive QA (EQA)

Instruction:
Given a context and a question , provide an answer to the question based

↪→ on the information in the context.
The answer should be a span of text extracted directly from the context.
If the context does not contain enough information to answer the

↪→ question , respond with "No answer ".
Answer as concisely as possible in the same format as the examples below:

Context: {context}
Question: {question}
Answer: <answer to predict >

A.6 Dialect Identification (DID)

A.6.1 Standard

Instruction:
Given a sentence , predict in which dialect it is written. The options

↪→ are: {dialect classes}

Sentence: {input_sentence}
Dialect: <dialect to predict >

A.6.2 GPT4-Refined Prompt from 50 Examples

In Fig. 2, we present the dialect markers obtained through prompting GPT-4 with 50 instances per Arabic
dialect class. We utilize these dialect markers to design our prompt for dialect identification using Aya-101.
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Figure 2: Dialect markers generated by GPT-4 for different Arabic dialects based on vocabulary,
pronunciation, grammar, and cultural context, intended to assist in dialect identification tasks.

A.7 Machine-Reading Comprehension (MRC)

Instruction:
Given a passage and a question , select the correct answer from the

↪→ provided options. Read the passage carefully and choose the option
↪→ that best answers the question based on the information given in
↪→ the passage. Answer as concisely as possible in the same format as
↪→ the examples below:

Passage: {flores_passage}
Question: {question}
Options:
1. {answer1}
2. {answer2}
3. {answer3}
4. {answer4}
Answer: <answer to predict >
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B Clusters and Varieties

Table 6: Language clusters and varieties.

Lang-group Variety Count

albanian
albanian 2
gheg albanian

anglic

philippine english 15
english (a:scotland)
southeast american english
indian english (a:north)
north american english
australian english
english
southern african english
nigerian english
kenyan english
new zealand english
english (a:uk)
indian english (a:south)
singlish
irish english

arabic

libyan arabic (a:ben) 39
aleppo
south levantine arabic (a:south-jer)
arabian peninsula arabic (a:yemen)
south levantine arabic (a:south-amm)
ta’izzi-adeni arabic
north mesopotamian arabic
levantine arabic (a:north)
najdi arabic
north mesopotamian arabic (a:bas)
gulf arabic (a:jed)
south levantine arabic (a:south-sal)
gulf arabic (a:mus)
tunisian arabic
standard arabic
fez. meknes
algerian arabic
levantine arabic (a:north-dam)
arabic (a:bahrain)
egyptian arabic (a:kha)
south levantine arabic
tripolitanian arabic
egyptian arabic (a:alx)
arabic (a:saudi-arabia)
sunni beiruti arabic
moroccan arabic
gulf arabic (a:doh)
rabat-casablanca arabic
tunisian arabic (a:tun)
egyptian arabic
sfax
arabic (a:jordan)
gilit mesopotamian arabic
gulf arabic (a:riy)
tunisian arabic (r:casual, o:latin)
north mesopotamian arabic (a:mos)
egyptian arabic (a:asw)
north african arabic
egyptian arabic (a:cai)

bengali
vanga (a:dhaka) 2
vanga (a:west bengal)

common turkic
south azerbaijani 3
central oghuz (m:spoken)
north azerbaijani

eastern-western armenian
eastern armenian 2
western armenian

gallo-italian
ligurian 3
venetian
lombard

Table continued on next page.
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Table continued on next page.

Lang-group Variety Count

gallo-rhaetian

french (a:paris) 4
friulian
old french (842-ca. 1400)
french

greek
cypriot greek (r:casual, m:written, i:twitter) 3
modern greek (r:casual, m:written, i:twitter)
cypriot greek (r:casual, m:written, i:other)

high german

luxemburgish 7
central alemannic (a:bs)
central alemannic (a:be)
german
central alemannic (a:zh)
central alemannic (a:lu)
limburgan

italian romance

italian (r:formal, m:written, i:essay) 5
sicilian
italian
continental southern italian
italian (r:casual, m:written, i:tweet)

komi
komi-zyrian (m:spoken) 3
komi-zyrian (m:written)
komi-permyak

korean
korean (a:south-eastern, m:spoken) 2
seoul (m:spoken)

kurdish
central kurdish 2
northern kurdish

latvian
latvian 2
east latvian

neva
finnish 2
estonian

norwegian
norwegian bokmål (m:written) 3
norwegian nynorsk (m:written)
norwegian nynorsk (m:written, i:old)

saami
skolt saami 2
north saami

sinitic

mandarin chinese (a:mainland, o:simplified) 9
mandarin chinese (a:taiwan, o:simplified)
classical chinese
classical-middle-modern sinitic (a:hongkong, o:traditional)
classical-middle-modern sinitic (o:traditional)
mandarin chinese (a:taiwan, o:traditional, i:synthetic)
cantonese
classical-middle-modern sinitic (o:simplified)
mandarin chinese (a:mainland, o:traditional, i:synthetic)

sotho-tswana (s.30)
southern sotho 2
northern sotho

southwestern shifted romance

portuguese (i:mix) 9
spanish
portuguese (m:written)
occitan
portuguese (a:european)
spanish (a:europe)
latin american spanish
galician
brazilian portuguese

swahili
swahili (a:tanzania) 2
swahili (a:kenya)

tupi-guarani subgroup i.a
mbyá guaraní (a:paraguay) 3
mbyá guaraní (a:brazil)
old guarani

Total 126 varieties in 23 clusters

Table 6: Language clusters and varieties.
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C Arabic Dialect Identification Grouped Classes

Group Region/Influence Dialects

Maghreb (North African
Arabic)

Morocco, Algeria,
Tunisia, Libya

RAB (Rabat), FES (Fes), ALG
(Algiers), TUN (Tunis), SFX (Sfax),
BEN (Benghazi), TRI (Tripoli)

Egyptian Arabic Egypt
CAI (Cairo), ALX (Alexandria), ASW
(Aswan)

Levantine Arabic Lebanon, Palestine, Syria,
Jordan

BEI (Beirut), JER (Jerusalem), DAM
(Damascus), ALE (Aleppo), AMM
(Amman)

Gulf Arabic Arabian Peninsula
RIY (Riyadh), JED (Jeddah), DOH
(Doha), MUS (Muscat), SAL (Salalah),
SAN (Sanaa)

Iraqi Arabic Iraq
BAG (Baghdad), BAS (Basra), MOS
(Mosul)

Sudanese Arabic Sudan KHA (Khartoum)

Modern Standard
Arabic (MSA) Pan-Arab MSA (Modern Standard Arabic)

Table 7: Grouped Regional Classes for Arabic Dialects Based on Linguistic and Cultural Similarities

For Arabic dialect identification, starting with an initial set of 26 city-level dialect labels, each representing
a unique Arabic dialect from specific cities or regions, we aimed to simplify and organize these labels
based on linguistic and cultural similarities. Recognizing that certain dialects share regional and linguistic
traits, we grouped them into broader categories to provide a more manageable and insightful analysis as
reported in Table 7. For instance, North African dialects like those in Morocco, Algeria, and Tunisia (RAB,
ALG, TUN) share common influences, such as French loanwords and distinctive vocabulary, allowing us
to consolidate them into a "Maghreb" category. Similarly, dialects from the Levant (Lebanon, Palestine,
Syria, Jordan) and the Gulf region (Saudi Arabia, Oman, Qatar) exhibit shared linguistic features within
their respective areas, making them natural groups.

D Task-Specific Results

D.1 Parts of Speech Tagging (POS)

The detailed results for the Parts of Speech tagging task, including performance metrics and analysis, are
presented in Table 8.

D.2 Sentiment Analysis (SA)

The comprehensive results for the Sentiment Analysis task, showcasing model performance and evaluation,
are provided in Table 9.

D.3 Dialect Identification (DID)

The results for the Dialect Identification task, highlighting key metrics and comparisons, can be found in
Table 10.
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mBERT XLM-R GPT-4 Aya-101 ∆LLM-enc ∆closed-open
Cluster Variety Eng Eng Eng Eng

FT FT k-shot ICL k-shot ICL

albanian
albanian 75.80 84.41 0.00 9.51 -74.90 -9.51
gheg albanian 48.96 55.84 56.37 11.36 0.53 45.01

anglic
english 96.41 97.16 87.76 22.86 -9.40 64.90
singlish 76.27 77.55 78.91 24.16 1.35 54.75

arabic
south levantine arabic 51.99 61.84 74.61 20.36 12.77 54.26
standard arabic 39.74 56.67 62.81 9.89 6.14 52.92
north african arabic 28.30 26.01 24.03 16.62 -4.27 7.41

eastern-western armenian
eastern armenian 71.78 82.63 0.00 13.89 -68.75 -13.89
western armenian 70.27 75.31 77.19 11.92 1.88 65.27

gallo-italian ligurian 58.90 52.78 58.93 14.47 0.03 44.45

gallo-rhaetian
french 84.36 85.47 88.40 21.08 2.93 67.32
french (a:paris) 81.37 82.77 87.69 15.07 4.92 72.61
old french (842-ca. 1400) 64.70 59.41 72.93 21.85 8.23 51.07

high german
german 87.08 88.36 86.16 9.62 -2.20 76.53
central alemannic (a:zh) 62.56 47.18 61.32 11.85 -1.24 49.47

italian romance

italian 81.09 83.12 0.00 11.61 -71.51 -11.61
italian (r:formal, m:written,
i:essay)

80.00 81.87 79.09 20.23 -2.79 58.86

italian (r:casual, m:written,
i:tweet)

73.71 76.45 76.89 20.93 0.45 55.96

continental southern italian 30.00 57.14 76.19 0.00 19.05 76.19

komi
komi-zyrian (m:spoken) 41.25 46.66 49.17 13.37 2.51 35.80
komi-permyak 29.52 43.67 47.16 15.87 3.49 31.29
komi-zyrian (m:written) 20.40 35.12 37.55 13.37 2.43 24.18

neva
finnish 81.29 86.21 83.63 16.92 -2.57 66.71
estonian 80.34 85.17 85.23 14.79 0.06 70.44

norwegian
norwegian bokmål
(m:written)

88.53 89.55 88.12 21.85 -1.43 66.28

norwegian nynorsk
(m:written)

85.06 85.81 0.00 24.50 -61.32 -24.50

norwegian nynorsk
(m:written, i:old)

73.25 79.29 71.57 23.43 -7.73 48.13

saami
north saami 35.92 32.13 56.68 20.73 20.76 35.95
skolt saami 20.26 34.15 41.95 12.11 7.80 29.84

sabellic umbrian 11.90 5.44 0.00 3.44 -8.46 -3.44

sinitic
classical-middle-modern
sinitic (a:hongkong,
o:traditional)

68.99 35.49 78.19 20.78 9.20 57.41

classical-middle-modern
sinitic (o:simplified)

58.26 30.92 71.46 17.04 13.21 54.42

classical chinese 35.80 20.85 40.33 30.73 4.53 9.59

southwestern shifted romance

portuguese (a:european) 80.08 81.38 80.36 19.30 -1.02 61.06
brazilian portuguese 78.63 80.12 80.31 18.94 0.19 61.37
portuguese (i:mix) 78.48 79.85 0.00 19.48 -60.37 -19.48
portuguese (m:written) 76.19 78.76 78.53 11.43 -0.24 67.09

tupi-guarani subgroup i.a
mbyá guaraní (a:paraguay) 27.89 28.77 33.27 13.66 4.49 19.61
old guarani 8.96 10.30 10.26 10.81 0.51 -0.55
mbyá guaraní (a:brazil) 1.94 0.59 0.32 0.00 -1.61 0.32

west low german west low german 69.65 54.93 75.94 10.07 6.29 65.87

Table 8: Comparison of F1 scores for Part-of-Speech (POS) tagging across various language clusters and varieties.
We compare smaller, encoder-based models (mBERT and XLM-R) that were fine-tuned on English and evaluated
on all available varieties, with closed-source LLM (GPT-4) and an open-weight multilingual LLM (Aya-101). For

GPT-4 and Aya-101, we employed in-context learning with k=3 shots based on English examples.
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mBERT XLM-R GPT-4 Aya-101 ∆LLM-enc ∆closed-open

Cluster Variety Combined Combined Combined Combined
k-shot k-shot

FT FT ICL ICL

arabic

tunisian arabic 94.55 94.61 86.95 77.66 -7.66 9.29
algerian arabic 84.98 84.70 85.77 87.54 2.56 -1.77
arabic (a:jordan) 82.96 89.07 91.30 92.41 3.34 -1.11
arabic (a:saudi-arabia) 81.38 83.40 75.93 79.03 -4.37 -3.10
tunisian arabic
(r:casual, o:latin)

80.95 79.80 59.13 59.08 -21.82 0.05

standard arabic 80.63 83.96 71.56 77.48 -6.48 -5.92
moroccan arabic 78.08 77.41 61.65 71.10 -6.98 -9.45
egyptian arabic 67.03 69.03 27.24 22.18 -41.79 5.06
south levantine arabic 58.38 58.90 62.04 25.45 3.14 36.59

Average Average 78.77 80.10 69.06 65.77 -8.90 3.29

Table 9: Comparison of accuracy scores for sentiment analysis task across various language clusters and varieties.
We compare smaller, encoder-based models (mBERT and XLM-R) that were fine-tuned on supervised classification
task, with closed-source LLM (GPT-4) and an open-weight multilingual LLM (Aya-101). For GPT-4 and Aya-101,

we employed in-context learning with k=3 shots example per class based on the specific variety of examples.

D.4 Natural Language Inference (NLI)
Detailed results for the Natural Language Inference task, including accuracy and other metrics, are
outlined in Table 11.

D.5 Topic Classification (TC)
The results for the Topic Classification task, along with an evaluation summary, are presented in Table 12.

D.6 Extractive QA (EQA)
Comprehensive results for the Extractive QA task, covering key performance measures, are provided in
Table 13.

D.7 Machine-Reading Comprehension (MRC)
The results for the Machine-Reading Comprehension task, including detailed analysis, are summarized in
Table 14.
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mBERT XLM-R GPT-4 Aya-101 ∆LLM-enc ∆closed-open
Cluster Variety Support Combined Combined Combined Combined

k-shot k-shot
FT FT ICL ICL

anglic
english (a:uk) 249 90.00 79.58 79.84 77.33 -10.16 2.51
north american english 349 88.05 85.01 83.85 82.31 -4.20 1.54

arabic

aleppo 200 59.50 52.94 7.87 2.94 -51.63 4.93
algerian arabic 272 66.95 64.06 38.91 0.00 -28.04 38.91
arabian peninsula arabic (a:yemen) 177 64.19 56.06 0.00 0.00 -64.19 0.00
egyptian arabic (a:alx) 192 71.94 70.45 0.00 0.00 -71.94 0.00
egyptian arabic (a:asw) 221 53.21 48.26 0.00 0.92 -52.29 -0.92
egyptian arabic (a:cai) 130 43.03 48.50 26.32 6.36 -22.19 19.95
egyptian arabic (a:kha) 244 57.21 49.12 7.33 6.75 -49.88 0.58
fez. meknes 196 60.61 57.91 10.96 0.73 -49.65 10.23
gilit mesopotamian arabic 203 57.07 48.47 35.69 4.79 -21.38 30.91
gulf arabic (a:doh) 205 49.38 44.50 7.21 3.97 -42.17 3.25
gulf arabic (a:jed) 196 58.59 43.29 11.22 1.47 -47.36 9.75
gulf arabic (a:mus) 178 40.74 45.83 0.00 0.00 -45.83 0.00
gulf arabic (a:riy) 311 48.53 45.38 4.84 2.48 -43.69 2.36
levantine arabic (a:north-dam) 148 43.10 31.21 0.00 2.68 -40.43 -2.68
libyan arabic (a:ben) 238 51.60 50.00 0.94 1.59 -50.00 -0.65
north mesopotamian arabic (a:bas) 186 51.30 43.70 0.95 0.99 -50.31 -0.04
north mesopotamian arabic (a:mos) 188 73.71 69.65 11.16 0.00 -62.55 11.16
rabat-casablanca arabic 153 56.66 48.19 42.57 0.92 -14.09 41.65
sfax 215 60.24 55.13 11.11 6.78 -49.13 4.33
south levantine arabic (a:south-
amm)

177 42.97 35.26 12.79 1.66 -30.18 11.13

south levantine arabic (a:south-jer) 202 48.26 43.42 5.00 5.41 -42.85 -0.41
south levantine arabic (a:south-sal) 167 50.14 62.59 0.00 0.00 -62.59 0.00
standard arabic 244 67.57 96.79 39.09 1.86 -57.70 37.23
sunni beiruti arabic 192 59.18 59.32 25.31 4.96 -34.01 20.34
tripolitanian arabic 201 65.84 60.15 0.00 0.00 -65.84 0.00
tunisian arabic (a:tun) 164 57.69 44.71 41.60 1.00 -16.09 40.61

greek
cypriot greek (r:casual, m:written,
i:other)

81 61.87 67.59 60.87 38.99 -6.72 21.88

cypriot greek (r:casual, m:written,
i:twitter)

36 56.79 54.05 48.57 38.71 -8.22 9.86

modern greek (r:casual, m:written,
i:twitter)

94 69.28 69.41 44.16 3.33 -25.26 40.82

high german

central alemannic (a:be) 389 72.04 56.48 30.71 0.00 -41.33 30.71
central alemannic (a:bs) 340 74.67 59.44 33.09 17.41 -41.58 15.68
central alemannic (a:lu) 335 74.19 62.17 42.18 0.57 -32.01 41.61
central alemannic (a:zh) 359 77.27 68.19 35.13 38.72 -38.56 -3.59

sinitic

mandarin chinese (a:mainland,
o:simplified)

986 98.59 93.30 67.51 66.51 -31.08 1.00

mandarin chinese (a:mainland,
o:traditional, i:synthetic)

977 97.93 93.88 67.24 66.71 -30.69 0.53

mandarin chinese (a:taiwan,
o:simplified)

1014 98.61 92.89 11.03 1.77 -87.58 9.26

mandarin chinese (a:taiwan,
o:traditional, i:synthetic)

1023 97.97 94.11 11.31 1.19 -86.67 10.12

southwestern shifted romance

brazilian portuguese 627 93.83 88.51 82.29 55.50 -11.54 26.78
latin american spanish 207 84.79 16.80 61.33 54.81 -23.46 6.52
portuguese (a:european) 349 79.61 72.46 65.27 51.00 -14.34 14.28
portuguese (m:written) 15 17.45 0.00 2.98 1.60 -14.47 1.38
spanish 290 77.63 58.16 8.89 41.63 -36.00 -32.74
spanish (a:europe) 492 86.32 81.05 79.40 43.86 -6.92 35.54

Table 10: Results for the dialect identification task (F1 scores) across various language clusters and dialect varieties.
The encoder-based models (mBERT and XLM-R) were fine-tuned separately on supervised classification tasks for

each language cluster. In contrast, the closed-weight LLM (GPT-4) and the open-weight multilingual LLM
(Aya-101) were evaluated using in-context learning with k=3 shot examples per class (with an exception of k=1 for

Arabic clusters due to the larger number of varieties).
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mBERT XLM-R GPT-4 Aya-101 ∆LLM-enc ∆closed-open
Cluster Variety Eng Eng Eng Eng

k-shot k-shot
FT FT ICL ICL

anglic english 81.95 83.43 88.17 70.07 4.74 18.10

arabic

standard arabic 65.57 73.85 78.27 66.43 4.42 11.83
najdi arabic 59.14 68.94 78.99 69.48 10.05 9.51
ta’izzi-adeni arabic 58.64 68.62 74.26 66.51 5.64 7.75
moroccan arabic 54.61 58.14 72.15 63.66 14.01 8.49
egyptian arabic 53.86 65.70 77.94 63.78 12.24 14.16
south levantine arabic 53.42 63.81 74.80 64.89 10.99 9.91
north mesopotamian arabic 52.84 58.75 71.84 62.45 13.09 9.38
levantine arabic (a:north) 51.40 61.31 75.55 64.14 14.24 11.42
tunisian arabic 47.42 50.20 57.17 57.26 7.06 -0.09

common turkic
north azerbaijani 59.20 73.17 72.00 63.81 -1.17 8.20
central oghuz (m:spoken) 58.37 74.52 78.78 65.59 4.25 13.19
south azerbaijani 44.58 39.24 47.03 57.40 12.82 -10.36

gallo-italian
venetian 64.99 68.55 70.97 64.32 2.42 6.65
lombard 59.34 56.16 66.77 63.60 7.44 3.18
ligurian 56.70 57.16 53.39 61.73 4.57 -8.34

gallo-rhaetian friulian 54.01 54.56 53.48 60.15 5.59 -6.67

high german
luxemburgish 60.01 46.21 69.21 66.34 9.20 2.86
limburgan 50.31 59.75 65.44 56.44 5.69 9.00

italian romance
italian 73.71 78.19 76.06 69.06 -2.13 7.00
sicilian 62.66 55.82 71.45 63.30 8.79 8.15

kurdish
central kurdish 37.40 39.59 57.35 63.37 23.78 -6.02
northern kurdish 33.93 63.26 60.33 62.77 -0.49 -2.44

latvian
latvian 59.95 73.63 73.93 66.19 0.30 7.75
east latvian 47.02 53.54 37.31 54.05 0.51 -16.74

modern dutch dutch 71.77 76.45 81.95 68.20 5.50 13.75

norwegian
norwegian bokmål (m:written) 72.45 79.51 83.11 69.12 3.60 13.99
norwegian nynorsk (m:written) 68.10 71.06 70.28 64.97 -0.78 5.31

sardo-corsican sardinian 56.63 58.32 58.36 62.05 3.73 -3.69

sinitic
classical-middle-modern sinitic
(o:simplified)

68.54 72.57 72.00 65.10 -0.57 6.90

classical-middle-modern sinitic
(o:traditional)

61.48 64.49 62.40 56.68 -2.10 5.72

cantonese 60.27 67.41 64.08 63.50 -3.33 0.58

sotho-tswana (s.30)
northern sotho 35.06 35.98 55.33 60.11 24.13 -4.78
southern sotho 34.62 34.16 48.44 61.31 26.69 -12.87

southwestern shifted romance

spanish 75.15 79.09 84.25 66.64 5.16 17.61
portuguese (a:european) 73.73 79.22 84.95 64.53 5.73 20.42
galician 73.39 78.55 78.48 68.50 -0.06 9.99
occitan 68.47 62.96 73.15 57.28 4.68 15.87

Average Average 58.44 63.31 68.93 63.55 6.59 5.39

Table 11: Results for the natural language inference (NLI) task. We compute F1 scores across various language
clusters and dialect varieties. The encoder-based models (mBERT and XLM-R) were fine-tuned in Standard

English and evaluated on all available varieties. In contrast, the closed-weight LLM (GPT-4) and the open-weight
multilingual LLM (Aya-101) were evaluated using in-context learning with k=3 shot English examples.
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mBERT XLM-R mBERT XLM-R GPT-4 GPT-4 Aya-101 Aya-101 ∆LLM ∆closed
Cluster Variety Eng Eng Cluster-rep Cluster-rep Eng Cluster-rep Eng Cluster-rep -enc -open

k-shot k-shot k-shot k-shot
FT FT FT FT ICL ICL ICL ICL

anglic english 89.74 89.21 89.74 89.21 86.67 83.05 77.84 77.59 -3.07 8.83

arabic

standard arabic 85.25 83.96 86.71 82.27 87.40 88.73 79.17 78.57 2.01 9.55
ta’izzi-adeni arabic 84.96 82.05 86.44 81.98 86.03 82.80 78.22 81.22 -0.41 4.81
najdi arabic 84.80 84.39 87.41 83.33 85.35 85.51 80.53 80.44 -1.90 4.97
north
mesopotamian
arabic

82.97 80.95 84.77 80.36 86.15 87.42 79.55 79.61 2.65 7.81

south levantine ara-
bic

81.82 80.16 84.16 79.05 86.67 83.53 80.81 80.59 2.50 5.86

levantine arabic
(a:north)

81.59 80.15 83.76 79.88 87.47 86.41 76.63 80.25 3.71 7.22

egyptian arabic 81.02 76.38 84.43 81.03 87.34 83.09 82.53 78.93 2.91 4.81
tunisian arabic 79.45 72.88 83.97 77.33 85.14 81.46 78.87 79.04 1.17 6.10
moroccan arabic 73.87 79.14 78.76 78.55 87.58 87.70 80.68 79.95 8.56 7.02

common turkic
north azerbaijani 80.46 79.87 82.00 79.55 86.78 82.96 81.24 82.34 4.78 4.44
central oghuz
(m:spoken)

79.10 84.41 80.61 79.51 87.97 86.41 81.87 79.26 3.56 6.10

south azerbaijani 65.90 67.08 69.71 68.37 77.86 74.65 74.23 83.27 13.56 -5.41

gallo-italian
venetian 76.72 70.68 75.07 74.28 85.98 81.70 77.50 77.09 9.26 8.47
lombard 69.92 59.90 70.65 64.56 86.45 82.96 77.67 78.46 15.80 7.99
ligurian 66.81 63.42 74.03 57.78 80.08 76.96 76.76 77.25 6.05 2.83

gallo-rhaetian friulian 68.79 64.66 67.69 63.14 86.32 77.05 79.40 76.90 17.52 6.92

high german
luxemburgish 74.74 58.50 77.86 64.83 86.33 83.37 77.15 79.83 8.47 6.50
limburgan 71.09 65.83 71.12 65.73 86.06 80.47 79.55 75.59 14.95 6.52

italian romance
italian 87.67 84.92 86.68 85.83 89.39 85.87 84.05 81.32 1.73 5.35
sicilian 75.22 59.71 72.70 59.47 88.30 80.20 79.73 80.02 13.08 8.28

kurdish
northern kurdish 33.23 68.21 10.45 5.71 86.13 74.18 79.25 75.02 17.91 6.87
central kurdish 13.10 19.37 16.86 12.38 75.54 78.22 76.37 77.61 58.85 0.61

latvian
latvian 76.35 83.75 80.63 82.80 87.15 86.46 76.95 81.52 3.40 5.64
east latvian 55.67 65.02 63.69 67.42 79.68 72.95 78.05 75.60 12.26 1.63

modern dutch dutch 88.97 83.37 89.55 84.51 85.99 85.05 79.89 81.11 -3.56 4.88

norwegian
norwegian nynorsk
(m:written)

85.66 79.94 89.20 79.06 87.30 85.24 79.47 79.70 -1.90 7.60

norwegian bokmål
(m:written)

83.81 82.90 83.82 84.14 86.70 81.21 78.17 79.74 2.56 6.96

sardo-corsican sardinian 71.03 66.89 69.65 62.49 84.40 79.15 79.72 81.22 13.37 3.19

sinitic
classical-middle-
modern sinitic
(o:traditional)

89.82 86.80 89.02 86.39 84.91 85.41 79.78 78.23 -4.41 5.63

cantonese 89.45 86.46 88.71 87.64 85.46 83.99 77.90 79.63 -4.00 5.82
classical-middle-
modern sinitic
(o:simplified)

88.74 86.38 88.86 89.15 85.64 84.36 74.74 80.21 -3.51 5.43

sotho-tswana (s.30)
northern sotho 35.62 28.16 34.86 13.55 72.19 70.28 78.87 79.01 43.39 -6.81
southern sotho 32.55 32.31 39.93 19.08 72.23 70.45 74.79 75.15 35.22 -2.92

swe. shift. romance

portuguese
(a:european)

88.13 89.10 88.10 87.74 86.31 84.97 77.94 81.35 -2.79 4.96

galician 86.99 89.00 86.93 87.83 87.82 87.27 79.59 80.78 -1.19 7.04
spanish 86.74 85.93 84.87 86.55 86.95 85.74 80.23 77.86 0.21 6.72
occitan 84.12 74.80 78.53 62.56 84.12 80.51 79.34 77.80 -0.00 4.79

Average Average 74.52 73.07 75.31 70.40 84.89 82.05 78.82 79.19 7.70 5.08

Table 12: Topic Classification (TC) task results, displaying F1 scores across different language clusters and dialect
varieties. Encoder-based models (mBERT and XLM-R) were fine-tuned in either Standard English or a

representative language of the target cluster and evaluated on all available varieties. In contrast, the closed-weight
LLM (GPT-4) and open-weight multilingual LLM (Aya-101) were evaluated through in-context learning with

3-shot examples, either in English or the target variety.
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mBERT XLM-R mBERT XLM-R GPT-4 Aya-101 GPT-4 Aya-101 ∆LLM-enc ∆closed-open
Cluster Variety Combined Combined Eng Eng Combined Combined Eng Eng

k-shot k-shot k-shot k-shot
FT FT FT FT ICL ICL ICL ICL

anglic

english
(a:scotland)

76.38 70.34 71.82 63.15 56.94 74.23 64.11 72.07 -2.15 -10.12

southern
african
english

76.66 71.18 71.49 63.87 59.66 73.40 60.89 73.65 -3.01 -12.76

new
zealand
english

76.71 71.39 71.22 63.69 53.90 76.95 66.03 75.49 0.24 -10.92

australian
english

75.66 70.89 71.20 62.28 61.22 73.73 57.86 72.47 -1.93 -12.52

southeast
american
english

77.26 71.50 71.17 63.71 63.35 76.46 62.46 76.31 -0.80 -13.10

irish en-
glish

75.52 70.73 70.92 62.15 57.71 73.28 59.30 70.87 -2.24 -13.98

philippine
english

76.37 70.64 70.47 62.22 64.94 73.56 58.55 72.35 -2.81 -8.62

nigerian en-
glish

73.61 68.33 69.10 61.27 59.01 67.68 57.63 67.04 -5.93 -8.67

indian
english
(a:north)

74.62 68.03 68.84 61.25 54.62 68.13 60.46 69.24 -5.38 -8.78

kenyan en-
glish

72.59 66.68 68.72 58.64 53.86 67.60 46.55 68.13 -4.46 -14.28

indian
english
(a:south)

71.93 66.88 66.49 60.36 56.03 65.05 51.03 64.87 -6.88 -9.02

arabic

arabic
(a:bahrain)

77.52 72.11 53.25 53.28 44.72 76.58 49.31 74.39 -0.94 -27.28

arabic
(a:jordan)

77.35 71.29 52.72 53.72 48.15 73.75 44.81 74.37 -2.98 -26.22

arabic
(a:saudi-
arabia)

77.88 72.11 52.72 53.24 47.66 75.68 45.36 74.56 -2.20 -28.02

algerian ara-
bic

77.85 72.34 52.56 53.52 44.05 74.67 48.77 74.69 -3.16 -25.92

tunisian ara-
bic

76.72 71.64 52.28 52.94 42.52 73.67 54.13 73.09 -3.05 -19.54

moroccan
arabic

76.73 71.57 51.86 52.17 46.67 74.57 50.74 71.89 -2.16 -23.83

egyptian
arabic

76.53 70.75 51.80 51.99 44.10 72.93 41.43 73.32 -3.21 -29.22

bengali
vanga
(a:west
bengal)

68.62 73.27 32.30 36.39 54.69 87.44 49.66 85.58 14.17 -32.75

vanga
(a:dhaka)

67.37 74.24 31.79 35.52 55.13 84.99 59.58 84.64 10.75 -25.41

korean
seoul
(m:spoken)

10.15 31.91 7.26 19.62 60.74 76.13 58.36 76.14 44.23 -15.40

korean
(a:south-
eastern,
m:spoken)

9.92 31.01 7.22 20.08 64.43 68.08 61.91 78.46 47.45 -14.03

swahili
swahili
(a:tanzania)

63.54 62.30 38.24 39.38 48.19 59.30 38.64 56.85 -4.24 -11.10

swahili
(a:kenya)

72.25 70.53 37.97 41.59 49.88 67.42 39.46 66.76 -4.83 -17.55

Average Average 69.16 67.15 53.89 51.92 53.84 73.14 53.63 72.80 2.27 -17.46

Table 13: Results for the Extractive Question Answering (EQA) task, showing F1 scores across various language
clusters and dialect varieties. Encoder-based models (mBERT and XLM-R) were fine-tuned on Standard English or
combined training data and evaluated on all available varieties. In contrast, the closed-weight LLM (GPT-4) and
open-weight multilingual LLM (Aya-101) were assessed using in-context learning with 3-shot examples from

English or the combined training data.
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mBERT XLM-R GPT-4 Aya-101 ∆LLM-enc ∆closed-open

Cluster Variety Combined Combined Combined Combined
k-shot k-shot

FT FT ICL ICL

anglic english 51.97 53.44 95.65 84.34 42.20 11.31

arabic

standard arabic 39.01 43.78 93.04 78.31 49.26 14.74
levantine arabic
(a:north)

38.64 40.71 81.02 71.04 40.32 9.98

north
mesopotamian
arabic

37.99 41.35 78.55 63.72 37.20 14.83

moroccan arabic 36.94 37.61 80.52 66.02 42.91 14.50
egyptian arabic 36.21 37.98 88.59 70.38 50.61 18.21
najdi arabic 36.05 38.16 85.12 71.47 46.96 13.66

sinitic
classical-middle-
modern sinitic
(o:simplified)

49.79 47.10 93.88 80.66 44.10 13.23

classical-middle-
modern sinitic
(o:traditional)

46.88 44.76 93.07 76.89 46.19 16.19

sotho-tswana (s.30)
northern sotho 31.18 29.72 47.34 62.18 31.00 -14.85
southern sotho 28.52 29.00 52.40 63.62 34.62 -11.21

Average Average 39.38 40.33 80.84 71.69 42.31 9.14

Table 14: Results for the Machine Reading Comprehension (MRC) task, showing F1 scores across various language
clusters and dialect varieties. Encoder-based models (mBERT and XLM-R) were fine-tuned on the combined

training data and evaluated on all available varieties. Whereas, the closed-weight LLM (GPT-4) and open-weight
multilingual LLM (Aya-101) were assessed using in-context learning with 3-shot examples drawn from similar data.


	Introduction
	Dialectal Datasets and Benchmarking
	Experimental Setup
	Models
	Training Configuration
	Evaluation Criteria

	Takeaway from Task-Specific Results
	Investigating Dialect Identification Failure
	Related Work
	Conclusion
	Task-Specific In-Context Learning Prompts
	Parts of Speech Tagging (POS)
	Natural Language Inference (NLI)
	Sentiment Analysis (SA)
	Topic Classification (TC)
	Extractive QA (EQA)
	Dialect Identification (DID)
	Standard
	GPT4-Refined Prompt from 50 Examples

	Machine-Reading Comprehension (MRC)

	Clusters and Varieties
	Arabic Dialect Identification Grouped Classes
	Task-Specific Results
	Parts of Speech Tagging (POS)
	Sentiment Analysis (SA)
	Dialect Identification (DID)
	Natural Language Inference (NLI)
	Topic Classification (TC)
	Extractive QA (EQA)
	Machine-Reading Comprehension (MRC)


