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Abstract

We present a general analysis of the lexical and
grammatical differences between Brazilian and
European Portuguese by applying entropy mea-
sures, including Kullback-Leibler divergence
and word order entropy, across various linguis-
tic levels. Using a parallel corpus of BP and
EP sentences translated from English, we quan-
tified these differences and identified charac-
teristic phenomena underlying the divergences
between the two varieties. The highest diver-
gence was observed at the lexical level due to
word pairs unique to each variety but also re-
lated to grammatical distinctions. Furthermore,
the analysis of parts-of-speech (POS), depen-
dency relations, and POS tri-grams provided
information concerning distinctive grammati-
cal constructions. Finally, the word order en-
tropy analysis revealed that while most of the
syntactic features analysed showed similar pat-
terns across BP and EP, specific word order
preferences were still apparent.

1 Introduction

Portuguese, a Romance language from the Indo-
European family, is the eighth most spoken lan-
guage in the world according to Eberhard et al.
(2024), and the most spoken language in the South-
ern Hemisphere. It is the official language of eight
countries: Angola, Brazil, Cape Verde, Equatorial
Guinea, East Timor, Guinea-Bissau, Mozambique,
and Sao Tome and Principe. However, it is spoken,
as the native language, by more than 99% of the
population only in Portugal and Brazil. According
to Instituto Camdes (2021), in 2021, Portuguese
was spoken by around 280 million people.

Due to its population size and increasing eco-
nomic importance, the Brazilian variety of Por-
tuguese has expanded its influence throughout the
twentieth and twenty-first centuries. The impact of
this variety can be seen, for instance, in the field of
Natural Language Processing (NLP), where many
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tools and language models have been specifically
developed for Brazilian Portuguese (e.g., BERTim-
bau (Souza et al., 2020) and Albertina 100M PTBR
(Santos et al., 2024)). Despite Portugal’s smaller
population, the European variety of Portuguese has
maintained its prestige and significant importance
within the Lusophone community, especially in the
NLP field (Branco et al., 2023). Unfortunately,
other varieties still lack representativeness, particu-
larly in the NLP field, as described by Alves (2024).

Since the colonization period, the Portuguese
spoken in Brazil has evolved differently from Eu-
ropean Portuguese, influenced by various factors,
across multiple linguistic levels, including lexical,
grammatical, and phonological. The analysis of
these differences have been object of a large variety
of linguistic works, and the detection of these vari-
eties is a current topic in the NLP community (e.g.,
VarDial Shared Task 2023 (Aepli et al., 2023)).

Despite efforts to unify the Portuguese varieties
(e.g., the Orthographic Agreement (Pinto, 2012)),
the emphasis on differences appears to be the main
trend on social media, where users from various re-
gions engage in endless discussions about the most
correct ways to express themselves. One example
is the amount of discussion generated by the BBC
article (BBC, 2024), in which the linguist Fernando
Venancio states that in a few decades, Brazil will
be speaking Brazilian, a different language from
Portuguese.

While linguistic papers usually focus on spe-
cific linguistic differences, often without employ-
ing corpus-based analysis, many NLP works tend
to concentrate solely on improving tools for spe-
cific applications, giving little attention to the anal-
ysis of these differences.

Therefore, the aim of this paper is to provide a
general overview of the lexical and grammatical
differences between Brazilian and European Por-
tuguese, using information theory measures such
and parallel corpus. Our objective is to quantify
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these differences and, through qualitative analysis,
identify the main lexical and grammatical aspects
responsible for the observed variations. Moreover,
we aim to show how efficient these methods are in
the identification of typical lexical and grammatical
features of different varieties of the same language.

The remainder of the paper is organized as fol-
lows. In Section 2 we discuss related work on
Brazilian and European varieties of Portuguese.
Sections 3 and 4 presents our methods and results.
We conclude with a summary and outlook (Sec-
tion 5).

2 Related Work

As previously mentioned, purely linguistic works
comparing European and Brazilian Portuguese tend
to focus on specific linguistic phenomena. For ex-
ample, the work by Kato and Martins (2016) de-
scribes what the authors refer to as a major differ-
ence in the grammar of the two varieties, namely
the placement of clitic pronouns. Moreover, they
also propose an analysis concerning information
focus, as well as contrastive and emphatic focus.

The difference between Wh-questions in both
varieties was examined diachronically by De Paula
(2017), revealing a clear temporal evolution with
noTable differences in word order patterns (e.g.,
WhV versus WhSV).

An interesting study regarding the lexical level
was conducted by Silva (2010). The authors com-
pared Brazilian and European Portuguese at the
lexical level using uniformity measures developed
by Geeraerts et al. (1999). They focused on the
lexical fields of clothing and soccer, identifying a
divergence only in the clothing category. The au-
thors examined 21 pairs of synonyms to calculate
the uniformity measures. In contrast, our approach
is broader, as our measures allow us to identify di-
vergent terms without relying on a pre-established
list and can also be used to identify typical gram-
matical patterns in each variety.

Many other studies focused on intonational and
phonological aspects (cf. Frota et al. (2015); Escud-
ero et al. (2009); Frota and Vigério (2001)), which
are not the focus of our analysis.

The focus of NLP studies on Portuguese varieties
is typically on detecting the correct variety, as seen
in the 2023 and 2024 VarDial Shared Tasks (Aepli
et al., 2023; Chifu et al., 2024). Besides specific
shared tasks organized for this purpose, variety
detection is also the subject of other studies, such
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as the system proposed by (Castro et al., 2016),
which focuses on tweets from both varieties and
achieves an accuracy of 0.93.

Another valuable application of NLP tools for
different varieties of Portuguese was presented by
(Cortes et al., 2024). The authors focused on the lo-
calization task (i.e., adapting linguistic and cultural
material between different locales). Using large
language models, they achieved considerable suc-
cess in adapting machine translation to Brazilian
and European Portuguese.

Regarding the use of information theory to de-
scribe language variation, Degaetano-Ortlieb and
Teich (2018) presented a data-driven diachronic
analysis of scientific English, detecting periods of
linguistic change in terms of lexical and grammat-
ical features. Their approach is based on relative
entropy (Kullback-Leibler Divergence), comparing
temporally adjacent periods and sliding along the
timeline from past to present. In this paper, our aim
is to adopt a similar approach; however, instead
of conducting a diachronic analysis, we propose
to compare different varieties of Portuguese syn-
chronically.

Entropy measures are also relevant for compar-
ing different languages in terms of word order pat-
terns. In typology, Levshina (2019) used entropy in
quantitative studies of word order variation, mea-
suring it at different levels of granularity. Addi-
tionally, Montemurro and Zanette (2011) applied
entropy measures to demonstrate that the impact
of word order on language structure is a statistical
linguistic universal. However, these typological
studies do not address potential changes in word or-
der across different varieties of the same language.
Thus, our approach aims to use word order entropy
measures to detect syntactic variation between Eu-
ropean and Brazilian Portuguese, to assess whether
these differences should be considered in typologi-
cal studies involving Portuguese.

3 Methods

3.1 Data

For our comparative analysis, we utilized the
FRMT dataset (Riley et al., 2023), which com-
prises paired sentences in European and Brazil-
ian Portuguese. The sentences for each variant
are translations of original English sentences car-
ried out by translators specializing in the respective
Portuguese variants. Notably, the curators of the
FRMT dataset intentionally selected English sen-



tences that required distinct, non-optional transla-
tions for each Portuguese variant.

In this study, we concatenated all the texts from
FRMT repository, omitting the original English
sentences, thus creating a parallel corpus of aligned
sentences in European and Brazilian Portuguese,
totaling 5,478 sentences. The token distribution is
presented in Table 1.

Variety Number of Tokens
European Portuguese 138,355
Brazilian Portuguese 135,873

Table 1: Distribution of tokens in the FRMT dataset
regarding European and Brazilian varieties.

Although the size of the chosen corpus is limited,
it has the advantage of providing parallel sentences
for both varieties, thereby minimising potential lex-
ical and grammatical biases that can occur in less
homogeneous corpora. Moreover, since part of
this corpus was designed to highlight lexical differ-
ences between the varieties, it is useful for testing
the efficacy of our methods in identifying these
differences.

Our analysis focus on lemmas, parts-of-speech,
and syntactic relations. Thus, both corpora were
parsed using the Portuguese model of the Stanza
parser Qi et al. (2020). The model used was
trained with the Bosque corpus! which contains
both Brazilian and European varieties. No manual
verification of the annotations was made, however,
in the qualitative analysis of the differences be-
tween the varieties, it was possible to notice that
the parser provided coherent results.

3.2 Relative Entropy

To quantify the lexical and grammatical differences
between the varieties of Portuguese, we used rela-
tive entropy, specifically Kullback-Leibler Diver-
gence (KLD; Kullback and Leibler (1951)). This
method compares probability distributions by cal-
culating the number of extra bits required to encode
a data set A using a model based on data set B for
a given set of elements X, as described by equation
1.

= x) lo Alz)
DralAlB) = 3 Awos (i)

In our case, A and B correspond to the varieties
of Portuguese. Regarding the elements X, we con-
ducted the following analysis:

1. Lemmas

2. Parts-of-Speech (POS)

3. Dependencies Relations (deprel)
4. Parts-of-Speech tri-grams

Therefore, the idea is to analyse the lexical dis-
crepancies using the lemmas, and to use the other
analysis to examine the grammatical differences
regarding both varieties.

KLD provides a measure regarding the extent
of divergence between corpora and highlights the
features most strongly linked to these differences.”

Thus, for each feature X, we can measure the
divergence between the two corpora. Additionally,
by using pointwise KL.D, i.e., the individual KLD
for each feature (lemmas, POS, deprels, and POS
tri-grams), we can identify the specific features that
are more typical for one variety or the other, with a
p-chi value < 0.001.

Due to the asymmetric characteristic of the KL.D,
we are interested in both directions, i.e., the num-
ber of extra bits required to encode the Brazilian
Portuguese dataset based on data from the Euro-
pean Portuguese (D g1, (BP||EP)) and vice-versa
(Dk L (EP|[BP)).

3.3 Word Order Entropy

To analyse possible word order differences regard-
ing Brazilian and European Portuguese, we use
the word order entropy measure as established by
Levshina (2019). The entropy is calculated for
18 different word order patterns, using POS and
deprels to define them. The list of different pat-
terns can be seen in Table 2 as defined by Levshina
(2019).

The entropy measure correspond to the one de-
fined by Shannon (1948). It reflects the variation
in word order across the twenty-four dependencies
and co-dependencies outlined in Table 2. For each
word order pattern in the corpus, the entropy was
calculated using the formula presented in (2):

2
H(X) =) P(Xjlog(P(X;)) (2

i=1

"Discrepancies in vocabulary size are addressed using

"https://github.com/UniversalDependencies/UD_Portuguese- Jelinek-Mercer smoothing with a lambda value of 0.05 (see

Bosque

Zhai and Lafferty (2004) and Fankhauser et al. (2014)).



Type Label Dependent Head
Nominals nsubj_Pred Subject (noun or pronoun) root
heads nobj_pred Direct object (noun or pronoun) root
obl_pred Oblique phrase root
nmod_noun Nominal dependent (noun or pronoun) Noun
Co-dependent  nsubj_obj Nominal subject and object -
nominals obj_obl Nominal object and oblique phrase root
Modifiers nummod_Noun Numeric modifier Noun
and heads amod_Noun Adjectival modifier Noun
advmod_V-Adj Adverbial modifier Verb
or Adjective
Function words  det_Noun Determiner Noun
and heads adp_Noun Adposition Noun
aux_Verb Auxiliary Verb
cop_pred Copula Any nominal
mark_ccomp/advcl  Subordinators Predicate
of complement
clause
Clauses csubj_pred Clausal subject Predicate
of the main clause
ccomp_pred Clausal complement Predicate

acl_Noun
advcl_pred

Adjectival clause
Adverbial clause

of the main clause
Noun
Predicate

of the main clause

Table 2: Description of the 18 syntactic features chosen for the word order entropy analysis.

Here, X is a binary variable representing two pos-
sible word orders, P(X;) refers to the probability
of one of these orders, i.e., its relative proportion in
a given corpus. When one word order has a propor-
tion of 1 and the reverse order has a proportion of
0, or vice versa, the entropy H is 0, indicating no
variation. Conversely, if both word orders have a
proportion of 0.5, the entropy reaches its maximum
value of 1.

We calculated the entropy measures for all 18
patterns in both European and Brazilian Portuguese
to determine whether there is significant word or-
der variation across the different syntactic relations
listed in Table 2.

4 Results

4.1 Relative Entropy

As explained earlier, we calculated the Kullback-
Leibler divergence for four sets of features, cover-
ing both lexical and grammatical levels: lemmas,
parts of speech, dependency relations, and parts-of-
speech trigrams. The overall results are presented
in Figure 1.
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Figure 1: Overall KLD results regarding lemmas, parts-
of-speech, dependency relations, and parts-of-speech
tri-grams.

The results show that the greatest divergence oc-
curs at the lexical level, followed by POS tri-grams.
In contrast, the usage of dependency relations and
POS do not differ significantly, with values very
close to zero.

At the lexical level (i.e., lemmas), more bits are
required to encode the BP corpus using the EP
model than vice versa, suggesting that BP has a
more complex vocabulary, at least regarding our
limited dataset.

In terms of POS tri-grams, we observe the same
phenomenon; however, both divergence measures



are close to zero, indicating a less pronounced dis-
crepancy compared to the lexical level.

Besides the overall divergence analysis, we also
examined the pointwise KLD for each feature to
identify the most typical elements of each variety.

At the lexical level, out of the 18,439 lemmas ex-
tracted from both corpora, 271 showed a significant
KLD measure (positive for either EP or BP) with a
p-chi value below 0.001. Tables 3 and 4 shows the
30 most typical tokens for each corpus.

Lemma KLD - BP
ele 0.0066
esse 0.0060
usar 0.0059
Onibus 0.0057
equipe 0.0051
trem 0.0044
ela 0.0040
tela 0.0036
abacaxi 0.0030
suco 0.0030
pedestre 0.0028
garota 0.0028
mouse 0.0027
banheiro 0.0026
eles 0.0025
terno 0.0024
pois 0.0024
Prémio 0.0022
sorvete 0.0020
motorista 0.0020
US$ 0.0020
gol 0.0020
videogame 0.0019
conectar 0.0019
grampeador 0.0019
1SS0 0.0018
usudrio 0.0016
palet6 0.0016
prémio 0.0015
controle 0.0015

Table 3: Lemmas with statistically valid differences
regarding pointwise KLD for Brazilian portuguese.

The pointwise KLLD measure effectively captures
the lexical specificities of each variety. Since we
are using a parallel corpus, it is easy to identify the
pairs of words that express the same meaning in
the different varieties. The lexical differences can
be classified into different classes.
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Lemma KLD - EP
este 0.0143
0 0.0122
a 0.0084
utilizar 0.0082
autocarro 0.0053
equipa 0.0052
condugao 0.0048
sumo 0.0046
ter 0.0034
ecrd 0.0034
telemével 0.0032
golo 0.0032
comboio 0.0031
anand 0.0028
pequeno-almogo 0.0028
0 0.0027
rapariga 0.0023
peao 0.0021
agrafador 0.0019
rato 0.0019
E.U.A. 0.0019
carta 0.0018
regressar 0.0017
registar 0.0017
utilizacdo 0.0017
se 0.0017
normalmente 0.0017
Prémio 0.0017
isto 0.0016
videojogo 0.0016

Table 4: Lemmas with statistically valid differences
regarding pointwise KLD for European portuguese.

First, ortographic variations: even though the
Ortographic Agreement (Pinto, 2012) proposed to
unify the orthographies of the different varieties
of Portuguese, some words can still be written in
more than one form. In our analysis, we can iden-
tify: economico (EP) / econémico (BP) (economic);
facto (EP) / fato (BP) (fact); prémio (EP) / prémio
(BP) (prize).

Additionally, regarding synonyms: different
words are used by the various varieties to express
the same meaning. In some cases, the word may
also exist in the other variety but is not necessarily
used in the same contexts. For example: autocarro
(EP) / onibus (BP) (bus); fato (EP) / paleto (BP)
(suit); gelado (EP) / sorvete (BP) (ice cream).

Finally, concerning grammatical choices: the



lexical analysis also indicates specific grammatical
preferences for each variety, and these cases present
the highest KLLD values. For instance, the demon-
strative adjectives este and esse (this) are used to
distinguish proximity. Este is used when the object
is closer to the speaker, while esse is used when the
object is closer to the other interlocutor. However,
this differentiation is becoming less common in BP,
where the form esse is increasingly preferred, as de-
scribed by Meira and Guirardello-Damian (2018).
Moreover, we can observe the presence of the third-
person singular pronoun in the BP variety, which
relates to the loss of the pro-drop property due to
verbal simplification in BP (cf. Duarte (2000)).
Two other interesting phenomena can be noted: the
typicality of the definite article o in EP, due to its
obligatory usage with possessive determiners in
this variety (cf. Castro (2006)), and the preposition
a, also in EP. In Brazil, it has mostly been replaced
by the preposition em when combined with move-
ment verbs (Gil and da Silva, 2023). Furthermore,
the typicality of a in EP is due to its use as a subor-
dinating conjunction, combined with an infinitive
to express an ongoing action, whereas in BP, the
gerund is typically used (cf. Hricsina (2014)).

Besides the cases mentioned above, there are
other particularly interesting lexical differences:
the typical use of the explicative or conclusive con-
junction pois in BP, which is also part of the EP
vocabulary. In our corpus, when pois is used in BP,
the most common equivalent in EP is porque. Also,
there is a clear preference in the usage of the verb
usar (to use) in BP, while, in EP, the typical choice
is utilizar (to utilise). This result should be con-
firmed with a larger corpus as it could just imply
a preference of the translators who composed the
data used in this study.

It is important to note that, due to the limited size
of the corpus, while many lexical differences can
be identified, it does not encompass the full extent
of the lexical specificities of both varieties. The
texts are restricted to a particular register (written
Portuguese), so a transcribed spoken corpus could
be used to complement this lexical analysis.

Regarding the pointwise KLD values for the
parts-of-speech, we identify the following signi-
ficative differences:

* BP: Pronouns, symbols, and adverbs
¢ EP: Determiners

The typicality of pronouns in BP can be at-
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tributed to the loss of the pro-drop phenomenon,
as previously mentioned. Symbols appear more
prominently in the Brazilian corpus, with the use
of US$ or RS instead of délares and reais, which
are more common in the European Portuguese data.
The frequency of adverbs is quite similar in both
corpora; however, differences arise in the choice of
adverbs used. For instance, entdo is more typical
in BP, while contudo is more representative of EP.
Additionally, the specificity of determiners in EP
can be attributed to their more frequent use before
possessive determiners in this variety.

Regarding the dependency relations, the follow-
ing statistically significant differences were found:

* BP: advmod, nummod, nsubj
* EP: aclirelcl, aux, det, mark, expl, iobj

Analyzing the corpora qualitatively, it is evident
that, in some cases, the adverbial modifier used
in BP is replaced by adjectival constructions in
EP (e.g., abaixo in BP (below) and inferiores in
EP (inferior)). The use of numerical modifiers in
BP is prominent in temporal constructions. For
example, no dia 6 de setembro in BP (on the 6th
of September) and a 6 de setembro in EP (on the
6th of September). In BP, the token 6 is labeled
as a numerical modifier (nummod), whereas in EP,
it is labeled as oblique (obl). The frequent use of
nominal subjects in BP was expected, given the
loss of the pro-drop phenomenon in this variety.

Regarding the more representative dependency
relations in EP, the typicality of determiners can
be attributed to the greater use of articles in this
variety, as previously explained. Additionally, the
prevalence of the "mark" relation is due to construc-
tions involving a + infinitive to express ongoing
actions, whereas BP typically uses the gerund.

In EP, adnominal relative clauses (acl) are often
replaced by adverbial clauses (advcl) or adnominal
clauses (acl) in BP. For example, que enfrentava
(who was facing) in EP becomes enfrentando (fac-
ing) in BP, and reformas que visavam (reforms that
aimed) in EP is replaced by reformas com o ob-
Jjetivo de melhorar (reforms with the objective of
improving) in BP.

The expletive (expl) relation in Portuguese is
used to mark reflexive pronouns with pronominal
verbs. EP clearly shows a preference for these
types of verbs. For instance, demitiu-se (he quit)
and divorciou-se (he divorced) are common in EP,



while BP favors constructions like renunciou (he
resigned) and ¢ divorciado (he is divorced).

Regarding the indirect object (iobj), there is no
clear preference for specific constructions in EP
compared to BP. The corpus reveals various in-
stances where the iobj is replaced by a direct object,
often due to different verb choices, which require
different arguments.

Finally, the auxiliary (aux) relation is more typ-
ical in EP within compound verb phrases (e.g.,
tendo sido (he has been) and depois de ter sido
(after having been)), whereas in BP, the auxiliary is
often omitted, with only the participle or infinitive
used directly (e.g., sido and depois de ser).

Regarding the analysis of POS 3-grams, Tables
5 and 6 present the 15 POS patterns most typical
for BP and EP.

Lemma KLD - BP
DET-NOUN-NUM 0.0028
VERB-ADP-DET 0.0021
ADP-SYM-NUM 0.0020
PRON-VERB-ADP 0.0018
AUX-VERB-ADP 0.0017
SYM-NUM-NUM 0.0016
PRON-VERB-DET 0.0014
NUM-ADP-NUM 0.0012
NOUN-ADP-PRON 0.0012
DET-NOUN-ADV 0.0011
ADJ-ADP-NOUN 0.0011
ADV-AUX-VERB 0.0010
PRON-ADV-VERB 0.0010
CCONJ-PRON-VERB 0.0009
NOUN-ADV-AUX 0.0008

Table 5: POS 3-grams with statistically valid dif-
ferences regarding pointwise KLD for Brazilian por-
tuguese.

The typical tri-grams for the different varieties
confirm the grammatical patterns already identi-
fied in the examination of POS and dependency
relations.

It is possible to identify the typical usage of two
determiners in European Portuguese (EP), specifi-
cally the article and possessive determiner, in pat-
terns such as DET-DET-NOUN and VERB-DET-
DET. Additionally, we can observe the verbal con-
struction formed by VERB-SCONJ-VERB (e.g.,
estar a fazer (to be doing)). This analysis also
reveals the syntactic preference of EP for plac-
ing oblique and direct object clitic pronouns after
the verb (e.g., VERB-PRON-ADP, NOUN-VERB-
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Lemma KLD - EP
DET-DET-NOUN 0.0067
ADP-DET-DET 0.0034
VERB-DET-DET 0.0025
VERB-PRON-ADP 0.0023
AUX-VERB-DET 0.0015
DET-DET-ADJ 0.0014
PRON-ADP-DET 0.0013
NOUN-VERB-PRON 0.0011
NUM-NUM-NUM 0.0011
ADP-ADP-DET 0.0010
VERB-SCONJ-VERB 0.0009
DET-NOUN-SCON]J 0.0009
AUX-ADJ-ADP 0.0009
ADP-NUM-NUM 0.0007
VERB-PRON-ADV 0.0007

Table 6: POS 3-grams with statistically valid dif-
ferences regarding pointwise KLLD for European por-
tuguese.

PRON), while in Brazilian Portuguese (BP), these
pronouns are usually placed before the verb (cf.
Kato and Martins (2016)).

Regarding the BP, the patterns PRON-VERB-
ADP and PRON-VERB-ADV indicate two differ-
ent phenomena, the more typical usage of pronouns
as nominal subjects and the usage of clitic pronouns
positioned before the verbs (also identified in pat-
terns such as PROPN-PRON-VERB). Moreover,
the typicality of the gerund is also observed (e.g.,
AUX-VERB-ADP). We can also identify a prefer-
ence in BP for the usage of constructions such as
VERB-ADP (e.g., a ele (to him)), being replaced
by a clitic pronoun in EP (e.g., lhe).

Overall, the KLD analysis at different linguistic
levels allows for the identification of a myriad of
typical features (both lexical and grammatical) for
each variety. The overall KLD indicates that most
differences occur at the lexical level. However,
by using pointwise KLLD, we can examine specific
grammatical preferences more closely.

4.2 Word Order Entropy

As described in Section 3, in addition to the KLD
analysis, we also calculated word order entropy
values for a set of 18 syntactic features for both
varieties of Portuguese, as listed in Table 2. Figure
2 presents the ensemble of results.

Most of the 18 syntactic features display similar
entropy values for both EP and BP. Several features,
such as adp_NOUN, aux_Verb, mark_ccomp/advcl,
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Figure 2: Word order entropy values for the 18 syntactic features described in Table 2 for Brazilian (BP) and

European Portuguese (EP).

ccomp_pred, and det_Noun, show entropy values
close to 0, indicating a relatively fixed word order
(e.g., auxiliary verbs consistently precede the main
verb). Other features exhibit values ranging from
0.3 to 0.8, reflecting some flexibility in word order.
The feature with the entropy value closest to 1 is
obj_obl, which indicates a strong preference in
both varieties for placing the direct object before
the oblique argument.

Focusing on the features where discrepancies be-
tween the varieties can be observed, we notice that
obj_pred, nsubj_pred, nsubj_obj, nummod_Noun,
and csubj_pred show the most divergence between
the varieties.

The difference in word order between the direct
object and the predicate (root) can be attributed
to the previously discussed variation in the posi-
tion of clitic objects. While nominal objects are
consistently placed after the verb in both varieties,
pronominal objects are typically positioned before
the verb in BP and after the verb in EP. Thus, the en-
tropy in this case is closer to 0 for EP and higher for
BP, indicating more variability in the word order.

A qualitative analysis of the corpus showed that,
regarding the nsubj_pred feature, EP present more
sentences with the root preceding the nominal sub-
ject. For example, Como afirmou Galeno (EP) and
Como Galeno disse (As Galeno said), thus having
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a higher entropy value.

The difference in entropy values for the
nsubj_obj feature can be attributed to subordinate
clauses where the relative pronoun gue precedes
the nominal subject of the clause. This structure
occurs more frequently in BP, though it is also pos-
sible in EP. The variation may be explained by the
translator’s verb choice, i.e., in EP, the construc-
tion sometimes required an oblique complement,
whereas in BP, a direct object was necessary.

BP exhibits a word order entropy for num-
mod_Noun close to 0.5, while for EP, this measure
is lower, indicating a slightly more fixed word order.
This can be explained by the higher frequency of
expressions such as meados dos anos 2000 (in the
middle of the 2000s) and no dia 6 de setembro (on
the 6th of September) in BP, where the nouns (i.e.,
anos and dia) are often included. In EP, however,
these nouns tend to be omitted.

Finally, the last dependency relation showing
a significant difference between the varieties of
Portuguese is csubj_pred. The results indicate a
more fixed ordering in BP (i.e., the clausal subject
typically follows the predicate). In the corpus, ex-
amples from EP, such as Proteger e melhorar o
patrimonio bibliogrdfico do pais sdo dois... (To
protect and improve the bibliographic patrimony of
the country are two...), show that the token labeled



as csubj (e.g., the verb proteger) appears before the
predicate dois. In BP, however, this sentence is re-
structured with nouns instead of verbs: A protecdo
e aprimoramento do legado bibliogrdfico do pais
sdo outros dois... (The protection and improvement
of the bibliographic legacy of the country are two
others...), thus replacing the clausal subject with a
nominal one.

The word order entropy analysis revealed spe-
cific syntactic phenomena that differ between BP
and EP. While some of these word order tendencies
can be attributed to inherent linguistic character-
istics of the varieties (e.g., the position of clitic
objects), others may come from stylistic choices
made by the translators who created the corpora. A
more extensive analysis using larger corpora could
further complement and refine our findings.

5 Conclusion and Future Work

In this paper, we provided a general overview of
the lexical and grammatical differences between
Brazilian and European Portuguese. By apply-
ing entropy measures (i.e., Kullback-Leibler di-
vergence and word order entropy) across various
linguistic levels to a parallel corpus of BP and EP
sentences translated from English, we quantified
these differences and identified the most character-
istic phenomena underlying these divergences.

Regarding KLD, the highest divergence was ob-
served at the lexical level. The lexical analysis not
only allowed us to identify word pairs that differ
between the two varieties but also revealed spe-
cific grammatical preferences, such as the loss of
the pro-drop phenomenon in BP. Additionally, the
analysis of POS, dependency relations, and POS
tri-grams enabled a more detailed examination of
the grammatical constructions typical to each vari-
ety (e.g., the use of the gerund and the position of
clitic objects).

Finally, the word order entropy study showed
that, while the majority of the 18 features analyzed
exhibited similar results, specific word order pref-
erences were still observed between the varieties.

For future work, we aim to expand this analy-
sis using larger corpora to verify whether the ten-
dencies identified in this study (e.g., the order of
clausal subject and predicate) can be confirmed.
Additionally, as the methods used here can be ap-
plied to studies of linguistic variation in general,
we plan to extend this analysis to other varieties
of Portuguese. We also intend to complement our
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study with other information-theoretic measures,
such as surprisal to help us identify what would
be the most unexpected words and grammatical
constructions in each variety when processed with
a model trained with a different one.

6 Limitations

While this study provides an overview of the lexi-
cal and grammatical differences between Brazilian
and European Portuguese, it does not encompass
the regional linguistic varieties found within Brazil
and Portugal. Additionally, due to the limited size
of the dataset and its specific register, this anal-
ysis may not capture all existing differences. As
mentioned in the paper, some linguistic phenomena
observed may be attributed to the stylistic prefer-
ences of the translators, rather than representing
typical characteristics of the varieties themselves.

7 Ethical Considerations

The dataset used for this study is publicly available
and curated by Riley et al. (2023). We are commit-
ted to maintaining transparency in our methodol-
ogy and findings throughout this research. Each
result is accompanied by examples derived from a
qualitative analysis of the corpora, allowing read-
ers to understand the context and significance of
our findings. Additionally, we have explicitly ad-
dressed potential biases and inconsistencies within
the dataset and our analysis in the text, acknowledg-
ing their implications for the interpretations drawn
from our study.
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