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Abstract

Prelateral merger of /e/ and /æ/ (where words
like celery and salary are both pronounced with
[æ] in the first syllable) is a salient acoustic fea-
ture of speech from Melbourne and the state of
Victoria in Australia, but little is known about
its presence in other parts of the country. In this
study, automated methods of data collection,
forced alignment, and formant extraction are
used to analyze the regional distribution of the
vowel merger within all of Australia, in 4.3 mil-
lion vowel tokens from naturalistic speech in
252 locations. The extent of the merger is quan-
tified using the difference in Bhattacharyya’s
distance scores based on phonetic context, and
the regional distribution is assessed using spa-
tial autocorrelation. The principal findings are
that the merger is most prominent in Victoria,
especially southern Victoria, and least promi-
nent in Sydney and New South Wales. We
also find preliminary indications that it may be
present in other parts of the country.

1 Introduction

The past 20 years have seen an increased inter-
est in the analysis of regional phonetic variation
in Australian English. Prelateral merger of /e/
and /æ/ (where words like celery and salary are
both pronounced with [æ] in the first syllable) is a
salient feature of the speech of southern Victoria
(VIC), particularly in the city of Melbourne, and
has been researched in a number of studies (see
e.g. Schmidt et al., 2021; Loakes et al., 2017), in-
cluding some more recent work on perception of
the merger (Diskin-Holdaway et al., 2024; Loakes
et al., 2024a,b). In locations where it does occur, it
is reported to be completely entrenched for some
speakers, but still in progress or almost absent for
others (Diskin et al., 2019a; Loakes et al., 2024b).
This vowel merger is important because (1) it is
one of the few documented features that appears
to distinguish the accent of (southern) Victorians

from the accent of speakers from other states; and
(2), due to its absence among certain speakers, in-
cluding in VIC, it is unclear whether this represents
a true sound change. Most empirical studies of the
phenomenon have utilized relatively small datasets
of word list recordings from few locations, and lit-
tle is known about the presence of the merger in
other parts of the country.

In recent years, the rise of automated meth-
ods of acoustic analysis and the availability of
vast amounts of naturalistic speech data have
opened up new opportunities for (socio-)phonetic
research. Automated formant analysis of natural-
istic speech (e.g., Brand et al., 2021; Coto-Solano
et al., 2021; Renwick and Stanley, 2020) has been
made possible by tools for vowel and formant ex-
traction (e.g., Reddy and Stanford, 2015; Rosen-
felder et al., 2015), which are increasingly incorpo-
rated into data extraction and processing pipelines
(e.g., Coats, 2023; Méli et al., 2023), allowing re-
searchers to work with large samples of real-world,
“ecologically valid” speech. Although word list
data offers a valuable point of comparison, formant
values derived from these contexts may not fully
align with those obtained from more natural speech,
which, although it exhibits variability due to phono-
logical, lexical, and syntactic influences, as well as
various situational and social factors, is generally
more representative of everyday communication
than is data collected in controlled settings (Liber-
man, 2019), in addition to providing results that
can be more statistically robust and generalizable.

This paper demonstrates the feasibility of work-
ing with a recent large naturalistic speech dataset
from Australia (Coats, 2024a,b) to investigate
prelateral merger of /e/ and /æ/. In addition, the
study provides an overview of the phenomenon as
it occurs across the whole country, providing fur-
ther evidence for regional phonetic variation for
Australian English, a variety that although long
considered regionally homogeneous, has “begun to
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exhibit more widespread social and regional varia-
tion than has previously been acknowledged” (Cox
and Fletcher, 2017, p. 20).

2 Previous Work

Realization of /el/ as [æl] in Melbourne/Victoria
was first observed at the end of the 1980s (see, e.g.,
Bradley, 2008), yet phonetic research was not car-
ried out until Cox and Palethorpe (2004) recorded
teenage girls in three towns in New South Wales
(NSW) and in Wangaratta, VIC. That study found
that /e/ before /l/ was lowered and retracted among
the VIC as compared to the NSW speakers, and
effectively realized as [æ]. However, no such phe-
nomenon was observed among either of the groups
when /e/ occurred before the consonant /d/: in those
cases, it was pronounced as /e/, suggesting that
the merger was exclusively in prelateral contexts.
Since then, studies into production and perception
have shown a high degree of variability in speaker-
listener behavior, with research showing a com-
plete merger of /el/-/æl/ for certain speakers in Mel-
bourne/VIC, while others exhibit a broader range
of phonetic behavior. For example, the merger
seems to be more common for middle-aged and
older speakers (Diskin et al., 2019b; Schmidt et al.,
2021), but this is also dependent on the community
(Loakes et al., 2024b). Additionally, older speak-
ers might “hypocorrect” and produce /æl/ as [el]
(Loakes et al., 2011; Schmidt et al., 2021).

In a previous study of variable merger behavior,
Diskin et al. (2019b) analyzed the speech of 12
Melbourne speakers in their thirties reading words
containing the short front vowels /I, e, æ/. Prelat-
eral merger behavior of /e/ and /æ/ was found for
9 speakers, but there were individual differences
in both their acoustics and their articulation, which
was also measured via ultrasound tongue imaging.
Diskin et al. (2019a) extended the dataset from
(Diskin et al., 2019b) to compare wordlist and nat-
uralistic speech, and again found individual vari-
ation, where some speakers had the merger only
in the wordlist, but not in their naturalistic speech,
whereas for other speakers, it was only in their nat-
uralistic speech and not in their wordlist. Schmidt
et al. (2021) examined 628 reading list tokens from
13 older speakers aged 51-80 from Ocean Grove,
VIC. They found no merger of /e/ and /æ/ before
the /d/ consonant, but significant merger in prelat-
eral pairs such as palate and pellet. In one of the
few studies outside of VIC, and the only known

study in Queensland (QLD), Gregory (2019) found
evidence for the merger for some speakers in a
study of word list recordings of 17 speakers from
Northern QLD.

Perception studies (investigating whether peo-
ple hear the /el/ and /æl/ as the same or different)
have shown further support for the merger in Mel-
bourne/Victoria, especially in the state’s southern-
most locations, and with lexical frequency playing
a small but crucial role in some of the differences
between older and younger listeners. For example,
younger listeners are biased toward hearing the first
name Mel when presented with a choice between
Mel and Mal because of an increase in popularity
(and thus frequency) of the name Mel over time
(Loakes et al., 2024a,b).

Based on the prior research, which has primarily
centered on VIC speakers and word list data, we
propose two research questions which guide our
paper:

1. Is the merger of /el/-/æl present across all
states of Australia, or only in VIC?

2. How does the merger pattern in a large-scale
corpus of naturalistic speech, compared to the small
samples of controlled word list data that has domi-
nated previous research?

3 Data and Methods

3.1 Vowel Extraction

The starting point for the project was data from
CoANZSE Audio comprising short excerpts of
transcripts and audio content from 38,786 videos
uploaded to YouTube channels of Australian coun-
cils (for details, see Coats 2024b). For each of
the 404 Australian CoANZSE locations, 20-word
audio segments were aligned with the correspond-
ing Automatic Speech Recognition (ASR) tex-
tual content, using the Montreal Forced Aligner
(McAuliffe et al. 2017) and its default English
acoustic model and dictionary (v3.0.0). This model
was trained using audio data from ten datasets, in-
cluding the Common Voice English v8.0 dataset,
which contains 50,285 sentences spoken by Aus-
tralian speakers (Ardila et al., 2020). Additionally,
the adapt functionality of the Montreal Forced
Aligner, which tunes the acoustic model based on
the Gaussian Mixture Model means of the data to
be aligned, was employed.

Formant values for /e/ and /æ/, based upon the
pronunciations of the Montreal Forced Aligner En-
glish Dictionary v.3.0.0, were then extracted at the
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midpoints of the targeted vowel segments using
Parselmouth-Praat (Jadoul et al., 2018), a Python
interface for Praat (Boersma and Weenink, 2024),
with an automatic time step based on the duration
of the sound file, five formants, and a maximum
formant frequency of 5,500 Hz. A window length
of 0.025 seconds and pre-emphasis above 50 Hz
were applied, and the F1 and F2 values, along with
their bandwidths, were retrieved.

Forced alignment and vowel extraction returned
9,264,705 vowel tokens (3,826,298 for /e/ and
5,438,407 for /æ/), which were then filtered and
labeled for context as prelateral or non-prelateral.
A process of filtering removed tokens in unstressed
syllables, as determined by the CMU pronuncia-
tion dictionary (Weide et al., 1998); common En-
glish stopwords were excluded using a list from
NLTK (Bird et al., 2009). Phonetic context was
determined by the phone labels from the CMU dic-
tionary. Locations with at least 20 tokens in each
context (/æl/, /æC/, /el/, and /eC/, where C rep-
resents any non-lateral consonant) were retained
for analysis. After filtering, 4,297,259 vowel to-
kens from 252 locations remained for the ensuing
analysis.

Table 1 shows the number of tokens for each
state/territory-level location and each context.

Loc. Context count Loc. Context count
ACT /æl/ 548 SA /æl/ 10,456

/æC/ 11,308 /æC/ 240,279
/el/ 1,232 /el/ 22,726
/eC/ 11,917 /eC/ 269,945

NSW /æl/ 20,105 TAS /æl/ 4,178
/æC/ 465,825 /æC/ 89,067
/el/ 46,508 /el/ 8,815
/eC/ 531,894 /eC/ 94,512

NT /æl/ 85 VIC /æl/ 29,097
/æC/ 1,346 /æC/ 625,318
/el/ 163 /el/ 69,308
/eC/ 1,590 /eC/ 683,640

QLD /æl/ 13,875 WA /æl/ 5,233
/æC/ 332,394 /æC/ 133,116
/el/ 28,041 /el/ 14,016
/eC/ 375,405 /eC/ 155,317

Table 1: Vowel and dataset counts across Aus-
tralian states and territories (ACT=Australian Capi-
tal Territory; NSW=New South Wales; NT=Northern
Territory; QLD=Queensland; SA=South Australia;
TAS=Tasmania; VIC=Victoria; WA=Western Australia).
/C/ stands for any consonant other than /l/.

For plotting formant values (Fig. 3), we used
a z-scaled version of Nearey’s transformation, a
speaker-extrinsic method, applied to each formant
and each vowel token. The Nearey transformation

for a formant F is given by:

Fnearey = log(F )− log(central frequency)

where central frequency is the geometric mean of
the formant values across all tokens.

central frequency = exp

(
1

N

N∑
i=1

log(F )

)

Fneary scores were then converted to a z-score.

3.2 Vowel Overlap Measure
The Bhattacharyya coefficient BC between two
probability distributions P and Q is defined as

BC =

(∫ √
P (x) ·Q(x) dx

)
To quantify the extent of vowel overlap, we used
Bhattacharyya distance, which is the negative
logarithm of the Bhattacharyya coefficient (Bhat-
tacharyya, 1943), a measure which has been pro-
posed as an alternative to Pillai’s trace metric (Pil-
lai, 1955), and has been employed in previous work
in phonetics (Warren, 2018). Like Pillai’s trace,
Bhattacharyya’s distance can be employed to char-
acterize the overlap of two distributions of F1 and
F2 values. However, while the MANOVA model
that generates Pillai’s trace assumes multivariate
normality (Johnson, 2015), Bhattacharyya distance
can be applied to non-normally distributed data and
is generally more robust to differences in sample
size (see Stanley and Sneller, 2023). This makes
Bhattacharyya distance a versatile choice for com-
paring vowel distributions under varying sample
conditions, especially when additional covariates
in a MANOVA analysis are not required, as is the
case in the present study.

Bhattacharyya’s distance was calculated for /æ/
and /e/, using all the tokens recorded in each lo-
cation, for both prelateral and for non-prelateral
contexts. Like Pillai’s trace, a value of zero in-
dicates complete overlap for two distributions (in
this study, complete merger of /æ/ and /e/), while
larger values indicate the underlying vowels are
more distinct in F1/F2 space.

After confirming that the Bhattacharyya distance
for prelateral and non-prelateral contexts was sig-
nificantly different (mean Bhattacharyya before /l/
= 0.173, mean Bhattacharyya in other contexts =
0.431, t = −31.037, p < 0.001), for each location
in the dataset, we subtracted the Bhattacharyya
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distance value for the prelateral context from the
value for the non-prelateral context. Lower Bhat-
tacharyya distances for the /el/-/æl/ context in-
dicates greater overlap or merger. Higher Bhat-
tacharyya distances for the /eC/-/æC/ context indi-
cate less overlap. This Bhattacharyya difference
measure thus characterizes the extent to which the
prelateral context results in different realizations
of these vowels, compared to non-prelateral con-
texts. Positive difference values indicate that the
vowels are more merged in prelateral context than
in non-prelateral context.

3.3 Spatial Analysis
Spatial autocorrelation, a method proven to be
effective for analyzing language data, including
vowel formants (Grieve et al., 2011, 2013), was
applied in this study. Two spatial autocorrelation
metrics were used: Moran’s I, which assesses
all locations in a dataset and provides a summary
measure of the overall spatial correlation (Moran,
1950), and the Getis-Ord local G∗

i statistic (Getis
and Ord, 1992; Ord and Getis, 1995; Getis, 2010),
which identifies spatial clusters by comparing the
values at each location to those of its neighboring
locations in the context of the entire dataset.

Both statistics rely on a spatial weights matrix
W , which quantifies the influence of nearby mea-
surements on a given location’s values. Neighbors
can be assigned binary weights based on a distance
threshold, or weights can be calculated as a func-
tion of distance or other criteria. In this study, an
inverse distance spatial weights matrix was used:
for locations within a specified minimum thresh-
old distance, the weight for location j relative to
location i was defined as wij =

1
dij

. The spatial au-
tocorrelation analysis was conducted using PySAL
(Rey and Anselin, 2010).

Moran’s I takes values between -1 and 1, where
positive values indicate clustering of similar val-
ues, negative values suggest even dispersion, and a
value of zero signifies a random distribution. The
G∗

i statistic is computed for each location in the
dataset and does not have a fixed range. A positive
G∗

i value means the sum of the values at a spe-
cific location and its neighbors is greater than what
would be expected based on the global distribution,
while a negative G∗

i suggests the sum is lower than
expected.

The significance of Moran’s I can be computed
using a normal approximation of the distribution of
the statistic under the null hypothesis of no spatial

autocorrelation, or, for values that are not normally
distributed, with randomized permutations. G∗

i sig-
nificance is mostly calculated using a z-score. For
detecting clusters of high values, z ≥ 1.645 is sig-
nificant at p = 0.05. To detect both high and low
clusters, a two-tailed test with |z| ≥ 1.96 is used
at p = 0.05. Essentially, G∗

i can be viewed as a
localized indicator of spatial clustering, aggregat-
ing local values and comparing them to a global
average.

4 Results

Overall, the Bhattacharyya difference at the 252 lo-
cations had a mean value of 0.258, with a standard
deviation of 0.132; the range of values was -0.469
to 0.529. The distribution of values is depicted in
Fig. 1.

Figure 1: Distribution of Bhattacharyya difference val-
ues for 252 locations

Difference is highest for VIC, followed by WA,
the ACT, QLD, TAS, SA, NSW, and the NT
(Fig. 2).

Figure 2: Bhattacharyya difference by state/territory
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Victorian speakers tend to have substantially low-
ered (more [æ]-like) vowels for /e/ in prelateral po-
sition. Fig. 3 shows a subset of the data: eight of the
most frequent words of 5 characters or fewer, with
the targeted prelateral and non-prelateral contexts,
in the NSW and VIC subcorpora. For each word,
the location corresponds to the Nearey-transformed
and z-scaled mean formant values for the targeted
phone, and the subscript indicates the number of
extracted tokens of that word. As can be seen,
for prelateral contexts (on the left-hand side), VIC
speakers have substantially lower /e/ values than
do NSW speakers in the words dealt, held, sell,
else, tell, help, and well. For value, on the other
hand, /æ/ is much lower for NSW-located tokens,
suggesting that it remains distinct from /e/ in prelat-
eral contexts for these speakers. For non-prelateral
contexts (on the right-hand side), mean Nearey-z
values for frequent words are quite close for VIC
and NSW tokens, and no clear regional tendency
prevails.

Figure 3: Mean locations of most frequent words,
prelateral context (left) and non-prelateral context(right),
Nearey-z-score-transformed F1/F2 values

To investigate the possibility that the merger is af-
fected by word frequency, we correlated frequency
with F1, with F2, and with the Euclidean F1/F2
distance. This was done for the 9,838 word types
in the dataset (4,297,259 word tokens) as well as
for all combinations of vowel and context. No cor-
relations resulted in an r ≥ |0.07| or a significant
p-value.

4.1 Regional Distribution

The largest Bhattcharyya difference values were
found for four councils in the Melbourne metropoli-
tan area: Maroondah City Council, City of Ston-
nington, City of Whittlesea, and Glen Eira City
Council, ranging from 0.506 to 0.529. The lowest
difference value, -0.469, was found for Narrabri
Shire in northern NSW. This value is an outlier, as

the locations with the lowest values otherwise had
difference scores in the range of 0 to -0.16.

Large difference values were also found for data
from councils in WA, including Armadale, Kala-
munda, Kwinana, and Joondalup, in the Perth
area, which registered difference values ranging
from 0.394 to 0.504. In QLD, the highest values
were found for Redland City, in the Brisbane area
(0.404), Balonne Shire (0.396), Cairns (0.385), and
Banana Shire (0.383). Values for SA were mixed,
with relatively high difference values found for a
few councils in the Adelaide area (0.379 for West
Torrens and 0.315 for Charles Sturt), but low values
for others (-0.109 for Yorke Peninsula Council and
0.055 for Mount Barker District Council). Tasma-
nian difference values were also mixed, ranging
from 0.047 for Circular Head to 0.371 for the city
of Launceston. In the ACT, the three sampled coun-
cils showed middling difference values from 0.249
to 0.325.

Figure 4: Bhattacharyya Difference values

Fig. 4 depicts the raw Bhattacharyya difference
values for the 252 sampled locations, with colors
indicating quantiles.1

Moran’s I , calculated on the basis of the Bhat-
tacharyya difference for all locations, was found to
have a value of 0.235 for this dataset. Due to the
non-normality of the data, a p-value was calculated
using 999 random permutations of the underlying
difference values, resulting in a p-value of 0.001.
Thus, the difference in Bhattacharyya distance val-
ues for non-prelateral and prelateral contexts for
the vowels /e/ and /æ/ in this dataset can be consid-
ered to be moderately clustered.

1The images in Fig. 4 and Fig. 5 are screenshots
of interactive maps that can be found at https://
stcoats.github.io/AU_Bhatt_map.html and https://
stcoats.github.io/AU_Bhatt_Gi_map_v2.html.

https://stcoats.github.io/AU_Bhatt_map.html
https://stcoats.github.io/AU_Bhatt_map.html
https://stcoats.github.io/AU_Bhatt_Gi_map_v2.html
https://stcoats.github.io/AU_Bhatt_Gi_map_v2.html


152

Figure 5: G∗
i values for Bhattacharyya Difference

Fig. 5 shows G∗
i values, calculated on the basis

of the Bhattacharyya difference, at the 252 loca-
tions where the merger was analyzed. As can be
seen, the difference is largest in Melbourne and
neighboring VIC localities, and is smallest in NSW,
especially in Sydney and environs and the Central
Coast. Values are also high in WA in the Perth
metropolitan area and in adjacent councils.

5 Discussion

Spatial distribution of Bhattacharyya difference val-
ues provides preliminary confirmation that the /el/-
/æl/ merger is primarily a Victorian phenomenon,
and particularly in southern Victoria. The regional
pattern is evident in the mapped raw values (Fig. 4),
and becomes clearer when the difference value for
each location is converted to a G∗

i statistic (Fig. 5).
Raw difference values in the 252 sampled lo-

cations are heterogeneous: although the highest
values are found in Melbourne, and the merger is
evident to a lesser degree in other parts of VIC,
consistent with previous research (Loakes et al.,
2024a), some high values can also be found in, for
example, WA, QLD, and TAS. The lowest values
are found in NSW and SA, and locations with low
values can be found throughout Australia.

This heterogeneity likely reflects variability at
several levels: Firstly, in terms of the sample size
and demographic characteristics of the recorded to-
kens at each location, secondly, in terms of the au-
dio quality for the recordings, which vary between
channels and also among the different videos up-
loaded by a single channel, and finally, in terms of
the presence or absence of the merger for individual
speakers. This last point aligns with research find-
ings in fine-grained phonetic studies and perception
studies, as noted in the introduction.

Despite the inherent variability in the data, the
large sample size tends to reduce the impact of this

variability on the analysis. According to the Central
Limit Theorem, the sample mean approaches the
population mean as sample size increases, leading
to more reliable aggregate characteristics. As a
result, a geographical pattern emerges more clearly
in the difference value map in Fig. 4, and especially
in the spatial autocorrelation map in Fig. 5, even if
some of underlying data points contain errors (see
Section 5.1, below).

One unexpected finding is that the WA localities
sampled in the corpus exhibit relatively high Bhat-
tacharyya difference values (and thus also high G∗

i

values), in some cases almost as high as those in the
greater Melbourne area. Although it is possible that
the merger is present among some WA speakers, it
has not previously been noted in the literature (or
remarked upon as a salient feature of Perth speech),
as far as we know. Docherty et al. (2018, Fig. 4)
note that the distance between mean values for the
/e/ and /æ/ vowels in conversational speech from
Perth is smaller than when read aloud, which is typ-
ical for English varieties, but they do not mention
presence of /el/-[æl]. While our results for WA may
reflect the presence of Melburnians who have relo-
cated to Perth, given the large number of sampled
videos in 28 different WA locations, this possibility
seems unlikely for all individuals. Further inves-
tigation of these WA data are also warranted, and
will form the basis of a future study.

The prospect that the vowel merger may be medi-
ated by word frequency, an idea which has been pro-
posed in several studies of historical vowel shifts
(Bybee, 2002; Pierrehumbert, 2001; Hay et al.,
2015), is not corroborated in this data. While we
find no evidence for broad-based frequency effects,
a more fine-grained analysis of particular locations
or lexical items may reveal frequency associations.

5.1 Caveats
A number of important caveats must be taken into
account concerning the underlying data and the
measurement of formant values. First, CoANZSE
transcripts are generated by ASR, and contain er-
rors. The nature of the merger under consideration
is such that in some cases, phonological contrasts
are eliminated, making it difficult for an ASR al-
gorithm to determine the correct lexical item.2 In

2An example can be found in a transcript from the Horsham
Rural City Council, Victoria, entitled Dental Health Tips for
Families, in which a speaker is transcribed as having said ...
so even harder objects like your carrot sticks and salary....
This excerpt can be listened to on CoANZSE Audio at https:
//tinyurl.com/mtv2adp3.

https://tinyurl.com/mtv2adp3
https://tinyurl.com/mtv2adp3
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addition, ASR errors may result in false positives
(i.e., the targeted phonological context being incor-
rectly identified, for example if a speaker said until
but the ASR transcribed and tell) as well as false
negatives (i.e., the targeted phonological context be-
ing missed, e.g. bill instead of bell). Nevertheless,
the number of words for which /e/ can be substi-
tuted with /æ/ and result in a legitimate lexical item
is small, compared to the overall number of word
types containing these phones. Furthermore, the
word error rate of CoANZSE data has been calcu-
lated to be 0.14 (Coats, 2024c). Given that these
errors are distributed across multiple categories for
any phone (e.g. a word containing /e/ could be mis-
transcribed as containing /I/, but also with /i/, /eI/,
etc.), the “noisiness” of the data is unlikely to result
in vowel extraction errors that would systematically
shift the results, especially given the sheer size of
the sample, at almost 4.3 million tokens. For a few
word pairs, the merger may actually be underrep-
resented in this data due to ASR errors: searching
the CoANZSE Audio website reveals, in addition
to hits where the ASR has mistranscribed celery as
salary, several instances of watching tally.

Another caveat concerns formant values. Trans-
formation of formant values to ensure compara-
bility is a common procedure in phonetic analy-
sis (see, e.g., Adank et al., 2004, Fabricius et al.,
2009, Flynn, 2011, Kendall and Thomas, 2010),
but because transcript data from YouTube is not
diarized (i.e., there are no indications of changes
in speaker turn), normalization at speaker level to
account for sex-associated differences in vocal tract
length was not possible. Instead, we used a scaled
Nearey transformation. As Thomas and Kendall
note, Nearey’s method, a version of which was used
for vowel normalization for the data presented in
the Atlas of North American English (Labov et al.,
2005) is “best only when a study has an excep-
tionally high subject count” (Thomas and Kendall,
2007), a condition which is likely for this data,
although the exact number of speakers is unknown.

Despite this, corpus-phonetic analysis of large
datasets without speaker labels is relatively un-
charted territory, and the most suitable technique
for vowel formant normalization for such data re-
mains to be determined. One possibility for this
and similar data would be to automatically diarize
and induce speaker sex/gender labels, using pyan-
note for diarization (Bredin, 2023; Plaquet and
Bredin, 2023) and wav2vec2-large-xlsr-53-gender-
recognition-librispeech (Ferreira, 2024) for speaker

gender identification. Future work with this data
may undertake these steps.

A third caveat concerns the identities of the per-
sons speaking in the sampled videos: Although it
is reasonable to assume that most members of lo-
cal councils in Australia are resident in or near the
locations of those councils, this cannot be guaran-
teed. As for their residence histories, they are not
known. Mobility is a fact of Australian life, and
while disqualifying speakers on the basis of prior
residence history may be a valid methodological
step in studies concerned with the historical evolu-
tion and spread of a particular regional language
feature, in this study, we have not considered the
diachronic development of prelateral merger of /e/
and /æ/.

6 Summary and Future Outlook

This study has considered prelateral merger of /e/
and /æ/ in a large dataset of geolocated natural-
istic speech. We used Bhattacharrya diference, a
measure of overlap for multidimensional distribu-
tions, to characterize the F1 and F2 values for the
two vowels in prelateral and non-prelateral con-
texts. We find that the merger is most evident
in southern VIC and Melbourne, largely confirm-
ing previous findings based mostly on word- and
reading-list data, but it can also be identified in
other state/territory locations, including WA.

While this study demonstrates the feasibility of
using large, naturalistic speech datasets for pho-
netic analysis, the results are to be interpreted with
caution due to the inherent heterogeneity of the
underlying data. Several possibilities for further
investigation of the merger using this data present
themselves, including 1) Semi-automatic (or man-
ual) annotation of a curated subset of the data in
order to investigate the interaction of the merger
with demographic parameters; 2) A focus on par-
ticular phonological contexts and/or lexical items;
3) A focus on particular discourse content (for ex-
ample, is the merger more evident when topics
pertaining to Melbourne are under discussion in
the council meetings that comprise the majority of
the underlying data?); and 4) A focus on specific
locations or regions which exhibit variability in this
data but which have not previously been considered
as exhibiting the merger, most notably Perth, but
also TAS, as well as QLD, where the merger has
already been remarked upon in previous studies. In
addition, future work could also explore regional
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differentiation in other vowel contrasts. One exam-
ple is the prenasal raising of /æ/ (where words like
hand sound like [he:nd]), which is known to vary
along various sociophonetic dimensions such as
gender, level of linguistic diversity in the commu-
nity and age (Penney et al., 2023; Gregory, 2019),
but has not yet been investigated from the perspec-
tive of regional variation.

Finally, we propose that continued work with
this data may help to bridge the “sociophonetic gap”
by integrating small-scale analysis of carefully col-
lected word-list tokens with large-scale studies of
naturalistic speech. As pointed out by Docherty
et al. (2018, p. 786), “the deployment of socially
marked phonetic features in speech performance is
[...] considered to be fundamentally driven by an
individual’s construction and expression of iden-
tity”. Naturalistic speech datasets, such as the one
used in this study, could potentially contribute to
our understanding of how complex configurations
of situational contexts and sociostylistic factors
shape particular phonetic realizations – provided
they have been carefully filtered and annotated for
discourse contexts and personal identity parame-
ters. Future work along these lines, we hope, will
be able not only to shed light on the /el/-/æl/ merger
in Australia more generally, but also to explore
whether this merger may be moving from being be-
low the level of consciousness in Melbourne/VIC
(Loakes et al., 2017) to a potential indexical marker
of Melbourne/VIC identity.
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