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Abstract

The troubling rise of hallucination presents per-
haps the most significant impediment to the ad-
vancement of responsible Al In recent times,
considerable research has focused on detect-
ing and mitigating hallucination in Large Lan-
guage Models (LLMs). However, it’s worth
noting that hallucination is also quite preva-
lent in Vision-Language models (VLMs). In
this paper, we offer a fine-grained discourse
on profiling VLM hallucination based on the
image captioning task. We delineate eight fine-
grained orientations of visual hallucination: 1)
Contextual Guessing, ii) Identity Incongruity,
iii) Geographical Erratum, iv) Visual Illusion,
v) Gender Anomaly, vi) VLM as Classifier, vii)
Wrong Reading, and viii) Numeric Discrepancy.
We curate Visual HallucInation eLiciTation
(VIIZLT), a publicly available dataset com-
prising 2,000 samples generated using eight
VLMs across the image captioning task along
with human annotations for the categories as
mentioned earlier. To establish a method for
quantification and to offer a comparative frame-
work enabling the evaluation and ranking of
VLMs according to their vulnerability to pro-
ducing hallucinations, we propose the Visual
Hallucination Vulnerability Index (VHVI). In
summary, we introduce the VHILT dataset
for image-to-text hallucinations and propose
the VHVI metric to quantify hallucinations
in VLMs, targeting specific visual hallucina-
tion types. A sample is available at: https:
//huggingface.co/datasets/vr25/vhil.

Contributions

» Identification of Hallucination Categories: The paper

identifies and categorizes various types of visual hallu-
cinations in 8 VLMs. These include 8 categories listed
in figure 1 and section 1.

» Creation of Visual Hallucination Dataset (VHILT): The

dataset comprises 2000 samples using 8 contempo-
rary VLMs. Human annotations for the identified cate-
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gories are included as well (section 2).

P Visual Hallucination Vulnerability Index (VHVI): We
propose an evaluation metrics VHVI for quantifying
and comparing the vulnerability of VLMs to produce
hallucinations (section 3). This index is designed to
serve as a tool for evaluating and ranking VLMs, con-
tributing to the ongoing discourse on policy-making to
regulate Al development.

1 Visual Hallucination - an extensive
categorization

Despite the rapid advances in Generative Al, poli-
cymakers (Janjeva et al.) are primarily concerned
with the issue of hallucinations. These occurrences
of hallucinations pose a significant risk of eroding
trust in technology. For instance, when Google’s
Bard AI "hallucinated" during its initial public
demonstration, Alphabet experienced a temporary
loss of $100 billion in market value (Olson, 2023).

The study of hallucinations for LLMs has re-
cently attracted considerable attention (Rawte et al.,
2023; Tonmoy et al., 2024). This paper delves into
visual hallucination, a phenomenon notably preva-
lent in numerous recent VLMs. Given that this
field is still emerging, it is imperative to initially
comprehend, classify, and quantify these phenom-
ena while establishing a benchmark. This will aid
the scientific community in collectively addressing
this issue. Compared to recent research (Huang
et al., 2024; Liu et al., 2024; Fieback et al., 2024),
which has primarily investigated object hallucina-
tion in VLMs using limited data. This paper aims
to provide a comprehensive categorization of VLM
hallucinations. We defined eight categories of Vi-
sual Hallucination:

alarming

Contextual Guessing (CG)

IS When the model gen-

erates unrelated elements that bear no resemblance to
the subject at hand, highlighting the non-deterministic

nature of the model.
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- Identity Incongruity (II) It's when the model

can’t differentiate between a person’s real and fake iden-
tity traits, causing a mismatch with the predicted identity.

alarming

- Geographic Erratum (GE) In this scenario, the

model produces an inaccurate prediction or guess re-
lated to the geographical location or landmark of the

place under consideration.

g The model can be mis-

led, creating a distorted perception that deviates from

reality, causing the model’s output to be partially inac-
curate due to a specific amf the image.

'S (ot o7 Aol (G4 The model provides

an inaccurate representation of gender identity.
- VLM as Classifier (VC) This is a situation
where the model’s proficiency is assessed based on its
ability to differentiate between two/more entities.
Wrong Reading (WR)

s When a text is en-

graved in an image, but the VLM read it wrong.

- Numeric Discrepancy (ND) When the model en-

counters difficulty accurately counting the number of
entities within the analyzed image leading to an inaccu-

rate count.

Since VLMs focus on image captioning, our
VIMZELT dataset integrates both. Unlike prior stud-
ies (Huang et al., 2024; Liu et al., 2024; Fieback
et al., 2024) with limited data, we provide the most
comprehensive dataset and classification of visual
hallucinations.

Caption hallucination in VLMs, or object hallu-
cination, occurs when descriptions misrepresent an
image or omit key details (Fig. 1). Studies (Biten
et al., 2022; Li et al., 2023; Zhou et al., 2023) link
this to co-occurrence, uncertainty, misalignment be-
tween visual and language annotations (Zhai et al.,
2023), inadequate training (Chen et al., 2023b), and
language bias (Guan et al., 2023). While its causes
remain debated, the issue’s prevalence highlights
the need for further research.

2 VIZILT dataset

The rise of Generative Al has fueled online mis-
information, as highlighted by the EU (Commis-
sion, 2022). To address this, we focus our visual

hallucination dataset on the news domain. Since
accurate annotations require factually correct refer-
ences, we use the New York Times Twitter handle
(NewYorkTimes, 2024) as our trusted source, cov-
ering a decade (2011-2021) of multimodal data.
NYT tweets, authored by professional journalists,
ensure grammatical accuracy and avoid common
Twitter issues.

We specifically selected image-containing
tweets for studying visual hallucinations, applying
rigorous filtering to remove duplicates, irrelevant
content, non-English tweets, hashtags, and URLs,
retaining only original, relevant alphanumeric data.

2.1 Choice of VLMs: Rationale and Coverage

We selected SoTA VLMs for image captioning, in-
cluding Kosmos-2 (Peng et al., 2023), MiniGPT-V2
(Chen et al., 2023a), and Sphinx (Lin et al., 2023).
Appendix A details our selection criteria. As the
field evolves, VIMIZLT benchmark leaderboards will
remain accessible for ongoing research.

2.2 Caption hallucination

We used NYT news images and fed them into
Kosmos-2, MiniGPT-V2, and Sphinx to gener-
ate text captions. At this point, we have the im-
age, caption generated by VLMs, and the actual
tweet aka news headline associated with the im-
age obtained from NYT. We also have bounding
boxes and grounding information obtained from
the VLMs. We provided all this information to our
in-house annotators and asked them two questions:
1) Do you observe any visual hallucinations in this
VLM-generated caption? Please annotate it at the
sentence level. It’s worth noting that text captions
may contain multiple sentences. ii) If there is a
visual hallucination, could you please describe its
type? Four in-house annotators were involved in
the annotation process. After annotating 2000 in-
stances, they collectively discussed and finalized
the eight categories.

We report Fleiss’s kappa (k) (Fleiss’s_Kappa)
and Krippendorff’s alpha («) (Krippen-
dorff’s_Alpha) scores (see table 1) to access
the reliability of agreement between the four
annotators' .

In summary, we observed two key points: 1)
There are instances where two or more hallucina-
tion categories are present, leading to confusion
among annotators. We deliberately avoided multi-

"Four student interns
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‘E An Image of Sergey Brin, wearing a blue shirt, and a headset, and

o /A person in a white shirt and dark pants is standing outside of a speaking into a Microphone
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(G} A group of musicians are performing in a pub, with a man singing Q

to a microphone and a woman playing the guitar. They are
surrounded .... a keyboard, and a guitar. In the background, there
is a Christmas Tree and multiple chairs are placed around the pub.

A collage of pictures of a lion, a giraffe, a bird, a tiger, a monkey
and a elephant.

Explanation: Contrary to Model's prediction there is no giraffe, or tiger

Explanation:The person in red dress is a man, not a woman[According
or a monkey in the original image.

to the model].
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A sonogram of a pregnant woman, with a baby in her womb, with There are five people in the image Q
the word julian on the screen. Explanation: There’s more than five people in the scene, while the °

Explanation: Model reads it as julian instead of GIRL!! model predicts only five of them

Figure 1: An illustration of hallucination across your multiple categories. Here, we have used VLMs like KOSMOS-
2(Peng et al., 2023), MiniGPT - v2(Chen et al., 2023a), Sphinx(Lin et al., 2023) to generate captions, and the text in
red color represents the particular word that is hallucinating and an added line for explanation.
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Fleiss’s kappa  Krippendorff’s alpha

Is hallucinated?
Category

0.8211
0.7846

0.846
0.8499

Table 1: Inter-Annotator Scores for captioning task
across categories and hallucination detection.

class classification at this point; ii) Additionally,
we identified new types of hallucination beyond
the eight prevalent categories. We intentionally
excluded such instances with skewed categorical
examples, as we believe they are rare cases, and
our focus is on investigating prevalent visual hallu-
cination categories.

2.3 Annotation Process

To maintain high-quality data annotation, we con-
ducted in-house annotation on a small portion of
the data. We conducted an extensive in-house
study to categorize visual hallucinations, annotat-
ing 2,000 samples for image captioning task.

3 Visual Hallucination Vulnerability
Index (VHVI)

As VLM usage grows, their tendency to hallucinate
lacks standardized evaluation. To address this, we
introduce VHVI, a comparative spectrum for rank-
ing VLMs by hallucination susceptibility, specifi-
cally in image captioning.

When defining VHVI, we take several factors
into account. Firstly, not all captions/answers gen-
erated by a VLM are hallucinated, so it is important
to determine the ratio of actual hallucinated cap-
tions/answers with the total number of captions/an-
swers. In this context, we consider U as the total
number of captions/answers produced by a VLM.
Moreover, VLMs can exhibit varying degrees of
hallucination, including alarming, mild, and low
types. For instance, if we have two VLMs and their
total number of generated hallucinations in terms
of captions/answers are the same, but VLM1 pro-
duces significantly more alarming hallucinations
than VLM2, we must rank VLM1 higher in terms
of VHVI. This comparative measure is achieved us-
ing multiplicative damping factors, dz7, dpr, and 6y,
which are calculated based on y + rank, x o. Ini-
tially, we calculate the HVI for all the VLMs, con-
sidering df7, dps, and d7, as one. With these initial
VHVIs, we obtain the mean (¢) and standard devia-
tion (o), allowing us to recalculate the HVIs for all
the LLMs. The resulting HVIs are then ranked and
scaled, providing a comparative spectrum as pre-

sented in equation 1, similar to z-score normaliza-
tion (Wikipedia_zscore) and/or min-max normal-
ization (Wikipedia_min_max). Having damping
factors enables easy exponential smoothing with a
handful of data points, 3/5 in this case. Finally, for
ease of interpretability, VHVI is scaled between
0 — 100. Please see figure 2 for the VHVI ranking
of three VLMs.

3.1 VHVI captioning

When calculating V HV I, we take into account
the probability of each visual hallucination cate-
gory. For example, H, gG represents the total num-
ber of instances of Contextual Guessing out of the
total U generated captions. Therefore, the probabil-
ity of this VLM generating Contextual Guessing-
type hallucination is (HS o /U).

VHV Ieap = %[25:1(551 * (HgG + HICI + HgE))"’
(O * (HY; + HE 4 + H{ o)) + (60 % (Hfyp + Hp))]

ey

VLM Size VHVI (0-100)

Kosmos-2 1.6B 54 -
MiniGPT-v2 7B 48 -
Sphinx-1k 13B 39 -

Figure 2: VHVI for VLM models based on captioning
task using equation 1. The model size is found to be
inversely proportional to VHVIL.

Implications derived from VHVI

i Alarming hallucination categories, such as contextual
guessing, identity incongruity, geographic erratum, and
visual illusion, are prevalent in VLMs beyond a specific
size. For instance, Kosmos-2 for image captioning is
more vulnerable to these categories of hallucination.

" The numeric discrepancy, wrong reading, and VLM as a
classifier are pervasive issues across all VLMs across
both tasks.

4 Conclusion

The enthusiasm and achievements surrounding
Generative Al models have led to their widespread
adoption, and this trend is only expected to flourish.
However, one of the most significant challenges
faced by these models today is hallucination. In
light of this, the benchmark and Visual Halluci-
nation Vulnerability Index (VHVI) will continue

to serve the wider scientific community and aid
policy-makers. VIMZELT benchmark and VHVI will
be publicly open for further collaborative updates.
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5 Limitations

On June 14th, 2023, the European Parliament
successfully passed its version of the EU Al
Act (European-Parliament, 2023). Following this,
many other countries began discussing their stance
on the evolving realm of Generative Al. A primary
agenda of policymaking is to protect citizens from
political, digital, and physical security risks posed
by Generative Al. While safeguarding against mis-
use is crucial, one of the biggest concerns among
policymakers is the occurrence of unwanted errors
by systems, such as hallucination (Janjeva et al.).
We firmly believe that the proposed VHVI can pro-
vide valuable insights for policymakers, enabling
them to make informed decisions. As we make
VHVI publicly available, we are confident that it
will garner attention within the scientific commu-
nity. We anticipate that researchers will utilize
VHVI to evaluate various VLMs, contributing to
further advancements in this field.

Limitations: In this paper, we introduce an ex-
clusive and comprehensive benchmark dataset for
hallucination, named VHZIL. We propose hallu-
cination across the main task: Image Captioning,
each further divided into eight categories. Addi-
tionally, we map these categories with the degree,
i.e., alarming, mild, and low. We think paying close
attention to the following aspects in future efforts
is essential.

Limitation 1: To keep things simple, we anno-
tated only one category per sentence in the caption-
ing task, even though we recognized the existence
of instances with multiple classes and labels. For in-
stance, in the example (see figure 3), there are two
kinds of hallucination, namely Numeric Discrep-
ancy and Gender Anomaly, present in the shown
Example. Although how minuscule the problem
seems to be, but the probability of encountering
such blends of hallucinations isn’t completely zero.
Therefore it is important to resolve this issue for
the betterment of VLMs, so we want to explore this
direction in the immediate future.

Limitation 2: In this research, we have selected
8 VLMs. Given the ever-evolving nature of VLM
development, new models are continually emerg-
ing, and we recognize that our choice may not
cover all the available options. Considering this,
we intend to make the VIHZELT benchmark and the
VHVI openly available for collaborative updates
and contributions.

Limitation 3: Another limitation worth noting

rguestion: Identify the Gender of the people, in the order )
they are positioned.

Answer Generated by MiniGPT-4: The people in the
image are all female.

Question: How many people are there ?
Answer Generated by MiniGPT-4: There are four people
in the image.

Explanation: Firstly, there are five people in the image,
and secondly out of five two are men and rest being
women.

Category : Wrong Reading and Numeric Discrepancy

\. J

Figure 3: Example exhibiting both Gender Anomaly
and Numeric Discrepancy category of hallucination.
Since there were Five people, but the model(MiniGPT-
4) Identified only Four, also every one of them has been
identified as female, even though there were male coun-
terparts.

is VLMs continuously evolve, so the results may
change if tried at a later time, as described in fig-
ure 4; nevertheless, our results in open source will
continue to provide insight.

4 180060 s o o) N I e

wearng ablugshirt and spe

o) (= TR R B [ TR
Animage o SagRgRAR] weorios [N -0 shesdiet soesvng oo RN
]

Figure 4: Example of Sam Altman being predicted as
Sean Parker when the model (Kosmos-2) is run for the
first time and Sergey Brin for the second time.

6 Ethics Statement

Through our experiments, we have uncovered the
susceptibility of VLMs to hallucination. In devel-
oping VHVI, we intend to provide a framework
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that can inform future research and policies in this
domain. However, we must address the potential
misuse of our findings by malicious entities who
may exploit Al-generated images, such as creating
indistinguishable fake news from human-written
content. We vehemently discourage such misuse
and strongly advise against it.
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Appendix

This section provides additional examples to as-
sist in the understanding and interpretation of the
research work presented.

A Details on Choice of VLMs: Rationale
and Coverage

We shortlisted five SOTA models for VQA In-
structBlip(Dai et al., 2023), MiniGPT - v2(Chen
et al., 2023a), Multimodal-gpt(Gong et al., 2023),
LLava(Liu et al., 2023), mPlug-Owl(Ye et al.,
2023). Recent work on visual hallucination in
VLMs chooses these models LURE(Zhou et al.,
2023), POPE(Li et al., 2023), and HaELM(Wang
et al., 2023) for analysis. In a similar line of
reasoning for the captioning task, we shortlisted
three SOTA models for studying hallucination in
captioning, namely Kosmos-2(Peng et al., 2023),
MiniGPT-v2(Chen et al., 2023a), and SPHINX(Lin
et al., 2023).
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B Additional Examples for Captioning

In the following, we provide additional examples
of captioning hallucination generated by three mod-
els.

B.1 Additional Examples for captioning using
Kosmos-2

B.2

B.3
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Sphinx



(C_aption Generated by Kosmos-2 ;: People hold\
B | placards and light candles during a vigil for the
victims of a New Year's Eve stampede in
Mumbai, India.

Explanation : Though the has correctly
identified the key elements in the image, but it
makes up unwarranted facts about the

ke ‘ ; Y incident.
P - 5 Category: Contextual Guessing
e

placardsifiplac A
Degree: Alarming

J/
~

&
I

Caption Generated by Kosmos-2: The image
features a dog wearing a hoodie . In addition
to the dog, there are two other people visible
in the scene.
Explanation: There are no people in the
image.
Category: Contextual Guessing
Degree: Alarming

(thion Generated by Kosmos-2: An image op
the K-pop girl group TWICE.
Explanation: It isn’t “TWICE” Girl Group, but
(G)I-DLE.
Category : Identity Incongruity.
Degree: Alarming

E_aption Generated by Kosmos-2: A Iong-ranga
rocket is seen being prepared for launch from
NORTH KOREA.

Explanation: It isn’t from North Korea.
Category : Geographical Erratum.

Degree: Alarming )

(Caption Generated by Kosmos-2: A Canal runs)
through the city of the Nizwa, Oman, with a
small bridge crossing it and building on the

left side. The canal is surrounded by Lush

Green Trees and bushes, and the sky is blue.

Explanation: It isn’t from Nizwa, Oman but
from El-Gouna Egypt.
Category : Geographical Erratum.
Degree: Alarming )

\.

Figure 5: Examples from captioning task using KOSMOS-2
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large black and white photo of a boat

A
Ethe side
Y 7

(C_aption Generated by MiniGPT-v2: A person\
wearing a black jacket and jeans stands next
to a traffic light as traffic passes by on the
street
Explanation: There are only one traffic light
and others are wrongly grounded.
Category: Contextual Guessing

Degree: Alarming

\. J

rgption Generated by MiniGPT-v2: A large\
black and white photo of a boat with a large
hole in the side, sitting on some rocks in the

Figure 6: Examples from captioning task using MiniGPT-v2

water.
Explanation: Ship instead of boat and hole is
wrongly grounded.
Category: Contextual Guessing
\ Degree: Alarming y
s N

Caption Generated by Sphinx: People on Car
Explanation: There are no car in the image
Category: Contextual Guessing
Degree: Alarming

N\

Caption Generated by Sphinx: There are 12
People in the image
Explanation: As evident there are 13 of them
Category: Numeric Discrepancy
Degree: Low

Caption Generated by Sphinx: Thereisa
woman in the image
Explanation: There are no women in the image
Category: Gender Anomaly
Degree: Mild

7

Caption Generated by Sphinx: Friends are the

.

~N

Explanation: Since it is an incomplete reading
hence it is wrong
Category: Wrong Reading
Degree: Low

Figure 7: Examples from captioning task using Sphinx
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