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Abstract

To leverage the full potential of Large Lan-
guage Models (LLMs) it is crucial to have some
information on their answers’ uncertainty. This
means that the model has to be able to quantify
how certain it is in the correctness of a given
response. Bad uncertainty estimates can lead
to overconfident wrong answers undermining
trust in these models. Quite a lot of research
has been done on language models that work
with text inputs and provide text outputs. Still,
since the visual capabilities have been added to
these models recently, there has not been much
progress on the uncertainty of Visual Language
Models (VLMs). We tested three state-of-the-
art VLMs on corrupted image data. We found
that the severity of the corruption negatively
impacted the models’ ability to estimate their
uncertainty and the models also showed over-
confidence in most of the experiments.

1 Introduction

LLM-based Al assistants can help us with a wide
variety of tasks. The responses generated by these
models sound convincing and correct most of the
time but it has been shown that they can confidently
generate incorrect or even nonsensical answers. In
the field of LLMs, this is known as hallucinations
(Jietal.,2023). Currently, the biggest problem with
ChatGPT-like Al assistants is that they will gen-
erate real and hallucinated answers with the same
degree of confidence, as seen in Figure 1. As there
have already been examples of algorithmic biases
with serious consequences in real-world applica-
tions of machine learning models (Angwin et al.,
2016), with the rapid evolution of LLMs, it is likely
that they will have increasingly more responsibil-
ities in practical applications. There are multiple
risks involved with deploying these models in high-
stakes decisions in the real world (Weidinger et al.,
2021; Echterhoff et al., 2024). We have to ensure
that these models are well-calibrated, meaning that

(b) Noise severity 2; X
GPT-4V: "There is nothing
unusual (95% confidence)"

(a) Noise severity 0; v/
GPT-4V: "Tag on ear (95%
confidence)"

Figure 1: Question: What is on the sheep? With small
noise, GPT-4V is confidently incorrect.

the model’s confidence in a response accurately
predicts the likelihood of the answer being correct.

Verbalized Uncertainty. LLMs generate text
token by token, from a predefined vocabulary. At
each step, the model generates a probability dis-
tribution over its vocabulary based on the input
and the previously generated tokens and selects the
next token from that probability distribution. In
theory, the uncertainty of a given answer could be
estimated by the combined probability of these to-
kens (Kuhn et al., 2023). Still, since these models
are proprietary, we don’t have access to these in-
dividual token probabilities so methods have been
proposed to quantify the uncertainty of a response
(Tian et al., 2023).

To estimate the model’s uncertainty in a given
answer, we could ask the model in our prompt to
quantify it. This is known as verbalized uncertainty
(Xiong et al., 2024). It has been shown that some-
times the models’ verbalized confidence estimates
are better calibrated than the conditional probabili-
ties estimated via sampling (Tian et al., 2023).

Originally, these LLMs could only take in text
input and produce text output. However, in the
previous five years, multiple advancements were
made to extend the capabilities of LLMs to the
visual realm. These models can generate text an-
swers from a prompt and an image, or even just
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Figure 2: Sample answer from Claude with Defocus Blur Corruption. Question: Where was this photo taken?
Correct Answer: Japan, Kyoto, Arashiyama Area, the Bridge is named Togetsu-kyo Bridge (or Toei Bridge). It is
clear how answers and confidence degrade with increasing corruption severity. Full answers in Table 5.

an image and are called Visual Language Models
(VLMs). One of the first notable examples of these
is VILBERT (Lu et al., 2019) and two years later
CLIP (Radford et al., 2021). For a more compre-
hensive overview of the evolution of VLMs, refer
to Oza and Kambli (2024). Since then, some of
the most widely used LLMs (ChatGPT, Gemini,
Claude) have been upgraded with visual under-
standing. Since they were released in the last two
years, there is still much to uncover in understand-
ing their uncertainty.

Models and Corruptions. We tested three state-
of-the-art VLMs on visual question-answering
tasks where the images are corrupted with com-
mon corruptions taken from Michaelis et al. (2019).
It is important to test if a model dealing with image
data is robust to these corruptions, as they might not
be present in the training set but are likely encoun-
tered in a practical application. A demonstration of
these corruptions is shown in Figure 3.

There are five severity levels for each corruption
each one adding more distortion to the image. This
paper aims to answer the research question: How
does the severity level of the corruption impact
the model’s calibration, accuracy and confidence?
Ideally, as the corruptions become more and more
severe and the model starts making mistakes, the
confidence should go down along with the accu-
racy. However, there is evidence that LLMs exhibit
overconfidence in their answers (Xiong et al., 2024;
Groot and Valdenegro-Toro, 2024), suggesting that
increasing severity will increase miscalibration in
the models and that the decrease in accuracy will
not be accompanied by lower confidence scores.

The three VLMs tested were: GPT-4 Vision
(Achiam et al., 2023), Gemini Pro Vision (Team
et al., 2023), and Claude 3 Opus (Anthropic, 2024).
We tested all of them on the same image visual

question answering tasks where the corruption
levels progressively increased. The models were
prompted to incorporate their level of uncertainty
in their responses or express their answer as a 95%
confidence interval. Figure 2 shows an example
answer across corruption severities, with degrading
answer quality and decreasing confidence, but still
being overconfident.

2 Related Work

In this paper we estimate the model uncertainty
by prompting. There is no consensus on the best
method to elicit reliable confidence scores from
LLMs. This is a problem as different methods
yield different confidence scores so it is hard to
compare the calibration of different models. Tian
et al. (2023) examined various methods to extract
confidence scores from the examined models and
found that for models trained with Reinforcement
Learning with Human Feedback (RLHF) (Ouyang
et al., 2022), the verbalized confidence is better
calibrated than other methods that for instance, esti-
mate internal token probabilities by sampling. This
finding makes verbalized uncertainty a viable op-
tion to estimate uncertainty in VLMs.

Even though estimating the model’s confidence
by prompting has some drawbacks, verbalized un-
certainty is getting more attention and has also been
examined by Xiong et al. (2024). Their work builds
on Tian et al. (2023) as they investigate different
prompting methods like chain-of-thought reason-
ing or top-k. Different prompting strategies yielded
similar results: LL.Ms exhibit overconfidence and
the majority of the models’ confidence scores fall
within the 80-100 range. This paper strengthens
their findings and tests their "vanilla" prompting
strategy on increasingly corrupted images.

Since uncertainty estimation is not often incorpo-
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Figure 3: Demonstration of the used corruptions on
severity 5. Question: What kind of food is showcased
in this photo? Answer: Japanese food. Also acceptable
is that it is a food model, called Shokuhin Sampuru in
Japanese.

rated in computer vision applications (Valdenegro-
Toro, 2021), there has not been much research
published on the topic. The only paper that ex-
amined uncertainty estimation in VLMs is Groot
and Valdenegro-Toro (2024). They also used ver-
balized confidence estimation on visual question-
answering tasks and found that the models were
poorly calibrated, showing severe overconfidence.
We build on their research by introducing increas-
ingly corrupted images in the dataset.

Most research (Ovadia et al., 2019; Hendrycks
and Dietterich, 2019; Kadavath et al., 2022) has
been focused on models applied in classification
problems or when it comes to question answering,
multiple choice or true/false questions. The main
issue with this is that their methods for eliciting
confidence scores are not applicable to state-of-the-
art VLMs. While users would like to enjoy the
benefits of well-calibrated models, they should not
have to deal with the inner workings of the sys-
tem and instead receive well-calibrated confidence
scores in a verbalized form. We tested the mod-
els on more complex, open-ended questions which
mimics the usage of these models in the real world.
We combined the ideas from Hendrycks and Di-
etterich (2019) to test the models on increasingly
corrupted images and Groot and Valdenegro-Toro
(2024) to extend the research into VLMs where
internal token probabilities are not available. With
this paper, we aim to bridge the gap between uncer-
tainty quantification on standard neural networks
and VLMs. This is important due to the rapid ad-
vancement of VLMs, and the lack of research on
their uncertainty calibration.

3 Methods

We tested the VLMs on three different datasets us-
ing three different corruptions. The specific details
of the experiments, datasets, the used corruption
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(a) Q: What type (b) Q: What is (c) Q: How many

of place is this? in this
A: Savannah. A: Tokyo Tower.

photo? birds are shown in this
photo? A: 250-280.

Figure 4: Samples from the three tasks. (a) represents
the "easy" task, (b) the "hard" task, (c) the "counting”
task.

techniques and the evaluation procedure are ex-
plained below.

3.1 Datasets and data

The three mentioned models were tested in three
experiments:

1. Easy visual question answering evaluated on
the popular visual question answering dataset
(Antol et al., 2015; Goyal et al., 2017). From
the testing part of this dataset, 36 randomly
sampled images and the corresponding ques-
tions were selected. This dataset includes
easier questions about images. Without any
corruption added to the images, the models
should be able to answer most of them.

2. Hard visual question answering evaluated
on the Japanese Uncertain Scenes (JUS)
dataset proposed by Groot and Valdenegro-
Toro (2024). This dataset can be downloaded
from a public GitHub repository!. This repos-
itory contains 29 "tricky" questions specifi-
cally designed to evaluate the model’s ability
to estimate their uncertainty.

3. The Counting task was also evaluated on
the JUS dataset as it contains 13 challenging
counting exercises. This is also not designed
to evaluate the model’s accuracy but rather
to check its uncertainty estimates as most of
them are nearly impossible to count precisely.

Figure 4 provides example images, questions and
answers. For the selected images and the prompts
taken from Groot and Valdenegro-Toro (2024), re-
fer to Appendix B.

"https://github.com/ML-RUG/jus-dataset
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3.2 Experiments

There were three types of corruption tested and five
severity levels for each. Each model was tested on
the original dataset and fifteen "corrupted” datasets
for each task (3 corruptions, 5 severity levels).
Since the models did not always adhere to the re-
quested answer format and there could be multiple
equally correct ways to answer an open question,
all of the answers had to be manually checked
which is the main reason for the low number of
images in a particular dataset. Still, this project
contains the results of more than 3700 answers
across all models and corruptions, counterbalanc-
ing the low number of images in a single dataset.

Prompting the models with an image, the ques-
tion plus the prompt from Appendix B to elicit
verbalized confidence was automated using Python
scripts and the APIs provided by OpenAl (GPT-
4V), Google (Gemini Pro Vision) and Anthropic
(Claude 3 Opus).

For each question, we recorded the confidence
score from the model’s answer. We also recorded
if the answer was correct. Especially at higher
severities, there were cases where the image was
so distorted that the model refused to respond. For
a well-calibrated model, this is a desired behaviour.
Because of that, we cannot record that answer as
incorrect, but we cannot mark it as correct either
as the model did not answer the question. Since
in the experiment, we need to measure the mod-
els’ accuracy, we can only calculate it where each
response is marked either correct/incorrect, so in
these cases, the answer was not marked as either
and no confidence score was recorded.

When the models provided an answer, it was
always recorded and used for the analysis, and no
data point had to be removed throughout the ex-
periment. However, there were eight cases in the
"easy" and "hard" visual question-answering exper-
iments together where Gemini refused to respond
due to the image being in conflict with its safety
settings. Since there were no explicit images in any
of the three datasets, this was most likely due to
the model confusing a highly distorted image with
explicit content. This confusion was only produced
by Gemini and happened only with a small fraction
of the tested images.

3.3 Image Corruptions

Michaelis et al. (2019) defines 15 types of corrup-
tion. They created multiple types of noise and

blurring effects and other corruptions mimicking
real-life distortions like fog, frost on the lens or
snow. These were designed to benchmark neural
networks’ robustness to corrupted images.

From the 15 corruptions, we investigate three:
Gaussian noise, defocus blur and JPEG compres-
sion. Different noise-based corruptions have very
similar effects so we selected one of them. Gaus-
sian noise or electronic noise is caused by high
temperatures or poor lighting conditions (Boyat
and Joshi). Since digital cameras are prone to this
type of corruption, the robustness of VLMs against
it needs to be tested. Blurring effects like zoom blur
or motion blur were discarded as they may change
the meaning of picture. Defocus blur does not intro-
duce such ambiguities. Moreover, the most realistic
corruption type was chosen from the 15 available
ones: JPEG compression. We can safely assume
that a VLM encounters images that are distorted
due to the lossy nature of the JPEG compression
algorithm as these types of digital images are very
common.

For a demonstration of the different levels of the
three tested corruptions, refer to Appendix C.

3.4 Evaluation Metrics

Apart from the accuracy and confidence scores, we
measured the Expected Calibration Error (ECE)
(Guo et al., 2017). The formula for calculating the
ECE is:

M
B,
ECE = E u ’acc(Bm) — COIlf(Bm)‘ . (D
n
m=1

Where M is the number of bins, | By, | is the number
of samples in the m-th bin, n is the total number
of samples, acc(B,,) is the accuracy of the m-th
bin, and conf(B,,) is the average confidence of the
m-th bin. This takes the weighted average of the
absolute difference between the accuracy and the
average confidence of the bins.

This metric quantifies how much one can "trust"
the model’s confidence scores. The score can be in
the range [0, 100] with the ideal ECE of a model
being 0, which means that the confidence score
accurately predicts the likelihood that the answer
is correct.

4 Results

Here, we report the results of the three experiments.
For visual question answering, we were mainly in-
terested in how the ECE is affected by the increased
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Figure 5: and plots for the three
examined models and the three corruptions in the easy
visual question answering experiment.

corruption severity. Since the results seemed to in-
crease linearly, we attempted to fit linear regression
lines to the data points and calculated the coeffi-
cient of determination R? value to test the explana-
tory power of the linear models. We were also inter-
ested in whether there is any connection between a
model’s refusal rates and their performance. Espe-
cially at higher severity levels, refusing to answer
can improve the model’s performance. Refusing
to answer is not as useful as a correct answer, but
it is better than an incorrect guess. In the count-
ing experiment, we only examined the change in
accuracy as the corruption severity increased.

4.1 Easy Visual Question Answering

In this task, the models achieved fairly high accu-
racy scores on the dataset without any corruption.
As the severity of the corruption increased, the
models’ accuracy started to degrade slightly, but
the confidence remained fairly stable. The detailed
results are illustrated in Figure 5.

We can see that for all models in all corruptions,
the average confidence score was higher than the
accuracy throughout all severity levels. This means
that all models are overconfident. It can also be
seen that the gap between the two lines widens as
the severity increases. This is not apparent in all
plots but is quite visible in the Gaussian noise col-
umn. To measure if this gap is actually increasing,
we can calculate the ECE scores for each combina-
tion of model and corruption type in each severity
level and see if it increases as we increase the sever-
ity. These ECE scores are visualized in Figure 6

The Expected Calibration Error increases as we
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Figure 6: ECE vs severity level on different corruption
types for Claude, ,and GPT-4V in the easy visual
question answering experiment.

Claude GPT-4V
Gaussian Noise 0.88 0.93 0.53
Defocus Blur 0.54 0.11 0.28
JPEG Compression (.21 0.58 0.36

Table 1: R? values of ECE vs. severity trends in Fig. 6.
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Figure 7: Refusal rates for Claude, , and GPT-
V4 across different severity levels and corruptions in the
easy visual question answering experiment.

increase the severity for all models and corruptions.
However, this effect is very small for defocus blur
and JPEG compression. The worst performance is
shown by Claude 3 Opus with the Gaussian noise
corruption. GPT-4V, on the other hand, outper-
forms the other two models in all three corruptions,
achieving the lowest ECE scores across different
severity levels.

Table 1 summarizes the R? values for the linear
regression lines presented in Figure 6. The only
high values are for Claude and Gemini for Gaussian
noise corruption. From Figure 6 we can see that
these are the two steepest lines in the plot, mean-
ing that increasing severity had the most effect on
the model’s ECE in these two cases. The high R?
values indicate that the increased severity explains
a lot of variance in the ECE. The calibration errors
are further investigated with calibration plots in Ap-
pendix A. These show that GPT-4V outperformed
the other two models in all types of corruptions.

At higher severity levels, the models sometimes
refused to answer and express their confidence
score. The refusal rates are summarized in Fig-
ure 7.
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Figure 8: and plots for the three
examined models and the three corruptions for the hard
visual question answering experiment.

We can look at the relationship between this plot
and Figures 6 and 12. All models show similar
refusal rates for Gaussian noise but achieve dif-
ferent results in the ECE and the calibration plot.
For defocus blur, GPT-4V’s refusal rates are much
higher than the other two models’ and it outper-
forms them both in ECE scores and the calibration
plot. The models showed very low refusal rates
and their ECE performance is similar for JPEG
compression but there are still small differences
between the models in the calibration plot as GPT-
4V still shows the best performance. Overall, we
have some evidence suggesting that refusing to an-
swer a question can prevent a model from making a
wrong prediction, thus improving its accuracy and
ECE score, but we see that this is not true for all
corruption types.

4.2 Hard Visual Question Answering

To answer the research question, we need the mod-
els to make more and more mistakes as the severity
increases to see if the confidence estimates also de-
crease. The models achieved fairly high accuracy
scores for the easy dataset even at higher severity
levels. The JUS dataset (Groot and Valdenegro-
Toro, 2024) makes it possible to test the limits of
these models by asking them nearly impossible
questions. It should be emphasized that we are not
interested in the actual accuracy of the models but
rather in their calibration. Figure 8 summarizes the
accuracy and confidence scores in this task.
Compared to the easy task in Figure 5, we see
lower accuracy scores, but more importantly, it is
more visible that the gap between accuracy and
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Figure 9: ECE scores for Claude, , and GPT-V4

for each corruption type for different severity levels in
the hard visual question answering experiment.

Claude GPT-V4
Gaussian Noise 0.77 0.94 0.87
Defocus Blur 0.95 0.70 0.68
JPEG Compression  0.84 0.71 0.73

Table 2: R? values of ECE vs. severity trends in Fig. 9.

Defocus Blur JPEG Compression

Gaussian Noise
O | 5 7 ’4 7 7 5 7 7
_—
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Severity Severity Severity

Refusal Rate

Figure 10: Refusal rates for Claude, , and
GPT-V4 across different severity levels and corruptions
in the hard visual question answering experiment.

confidence widens as we increase severity. This
effect is apparent when we look at the ECE scores
in Figure 9.

The most visible difference between Figures 6
and 9 is for JPEG compression and defocus blur
corruptions. The models become more miscali-
brated at higher severity levels. There is not as
much difference between the models for Gaussian
noise as in the easy dataset. We can also see that
GPT-4V still achieves the lowest ECE scores, but
the models show a more similar behaviour.

Table 2 shows the R? values for the linear regres-
sion lines in Figure 9. All of the values are around
or above 0.7 indicating that the regression model
explains the data well. This strengthens the visual
intuition that we got from comparing Figures 5 and
8. We have stronger evidence that the models be-
come more and more miscalibrated as we increase
the severity of the corruption. The calibration plots
shown in Appendix A show that GPT-4V again
performed much better than the other two models.

As with the easy dataset, we can also examine
the refusal rates in Figure 10. For Gemini and
Claude, they are around the same as in the easier
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Claude GPT-4V
Gaussian Noise 0.13 0.61 0.22
Defocus Blur 0.35 0.47 0.13
JPEG Compression  0.31 0.02 0.31

Table 3: R? values of accuracy vs. severity trends in Fig.
11.

dataset but for GPT-4V, they are much higher. GPT-
4V performed best on the hard dataset both in terms
of ECE and the calibration plots, so we see that
refusing to answer a question instead of making a
wrong guess can improve a model’s calibration.

4.3 Counting Task

The JUS dataset contains hard counting tasks that
were evaluated using a different prompt described
in Appendix B. In this task, the model was asked to
output a 95% confidence interval. The answer was
recorded as correct if that interval contained the
actual prediction. There was one picture illustrated
in Appendix C where there was no correct answer.
It is impossible to count the bamboo trees without
seeing their trunks as many of the visible branches
could belong to the same bamboo tree. The results
of this experiment are shown in Figure 11.

For a perfectly calibrated model, we would ex-
pect that a 95% confidence interval is correct 95%
of the time. We can see that the models perform
below 25% accuracy most of the time. There is not
as much consistency in the linear regression lines
as in the previous two tasks, most likely due to the
models’ poor performance on all severity levels
and the high variance from the low number of test
images.

We can look at Table 3 containing the R? values
for the lines but we get much lower values than in
the previous two tasks. The models are unable to
answer the questions even on the original dataset,
so increasing the severity of the corruption does
not have an effect.

It is important to note that the models seldom
refused to provide a response during this task. Out
of the 208 times each model was queried (13 ques-
tions, 3 corruptions, 5 severity levels plus the orig-
inal dataset), GPT-4V refused to answer 9 times,
Gemini 2 times, and Claude 0 times. The low accu-
racies show that the models responded even when
the 95% confidence interval was purely guessed.

Interestingly, the models often had an exact
guess that was reasonably close to the right an-
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Figure 11: Coverage (confidence interval accuracy)
scores for the counting experiment for Claude, s
and GPT-V4. The dotted line at the top represents the
95% accuracy which would be expected for a perfectly
calibrated model.

swer, but their confidence interval was so small
that it almost never contained the true value. This
shows the models’ good visual capabilities even on
hard images, but also signals their bad calibration
as they were not capable of formulating an accurate
95% confidence interval based on a close estimate.

5 Discussion

Overall we found that increased corruption sever-
ity had a negative impact on the three examined
models’ accuracy and calibration. When the corrup-
tion level gradually became higher and the models’
accuracy started to decrease, it was not accompa-
nied by decreasing confidence scores. We also
found that models that refuse to answer at a higher
rate can achieve better accuracy and ECE scores.
Our other main finding is that models are generally
overconfident in their responses and output high
confidence scores in most of their responses. This
overconfidence was present in all three experiments
but it was the most severe in the counting problems.

Interpretation of Results. Our findings about
overconfident models and their high confidence
scores are in line with Groot and Valdenegro-Toro
(2024) and Xiong et al. (2024). Both of them found
that the majority of the confidence scores of LLMs
and VLMs fall within the [80, 100] range. While
Xiong et al. (2024) looked at the performance of
LLMs in different reasoning tasks (commonsense,
arithmetic, symbolic), Groot and Valdenegro-Toro
(2024) also examined the performance of VLMs in
visual question answering tasks. Our results show
that this characteristic of VLMs persists when they
are tested on corrupted images. Higher corrup-
tion levels worsening calibration was also found
by Hendrycks and Dietterich (2019) who tested
different neural network architectures designed for
image classification. We show that their findings
can be extended to the realm of VLMs.
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As mentioned before, one possible explanation
for this overconfidence is the RLHF fine-tuning
of these models. It rewards answers that sound
more confident so the model learns to express its re-
sponses using confident language which influences
the confidence scores of verbalized uncertainty.

Examining the the number of cases where the
models refused to answer, we found that higher
refusal rates can help the model’s calibration as
it is nearly impossible to give a correct answer
to some highly distorted images. Especially with
Gaussian noise, there were times when the models
were fooled by the noise and output completely un-
related answers to the images. This happened less
with JPEG compression as it was a less severe cor-
ruption than the other two. In case of defocus blur,
the models were more likely to recognise the heavy
blurring effect on the image and refuse to respond
to the question. Images corrupted with Gaussian
noise were less likely to be recognised as corrupted
and in some cases they were even confused with
pointillistic paintings which is a painting technique
from the late 19" century using small colourful
dots that form an image when viewed from a dis-
tance. For some examples of model responses, we
refer to Appendix F.

Future Research. Apart from increasing the
number of images in the dataset, there are other
things that could be explored in the topic of uncer-
tainty estimation in VLMs. Different prompting
strategies, such as chain-of-thought reasoning or
top-k explored by Xiong et al. (2024) could yield
different results. These can be altered so the models
are more restricted in their answers making auto-
mated data gathering easier. Apart from verbalized
uncertainty, there exist other, sampling-based tech-
niques for uncertainty estimation (Tian et al., 2023)
that could be applied to VLMs.

The overconfidence of RLHF-based LLMs is
present in multiple studies (Groot and Valdenegro-
Toro, 2024; Xiong et al., 2024) but it would be in-
teresting to explore if this overconfidence in VLMs
could be treated with temperature scaling in the
same way as in Kadavath et al. (2022). The APIs
provided for the three investigated VLMs offer the
ability to manipulate the model’s temperature.

Michaelis et al. (2019) defines 15 corruption
types, but we only tested three. Studying the effect
of the others could reveal more differences between
the models and their robustness to different corrup-
tions.

6 Conclusions and Future Work

The key conclusions that we obtained from this
work are the following:

* VLMs are overconfident. They often express
their confidence in the range of [80, 100] even
when this is not reflected in their accuracy.

* Increased corruption severity increases the
ECE. When the models started making mis-
takes due to the increasingly corrupted images,
their confidence did not decrease at the same
pace which caused the ECE to go up. This is
the main finding of the paper, as it answers
our research question.

* There are differences in the calibration of
state-of-the-art VLMs and the models are
more robust to some corruptions than others.
GPT-4V outperformed the other two models
in the visual question-answering experiments,
and JPEG compression was better handled
by all of the models than Gaussian noise and
defocus blur.

* Higher refusal rates can improve calibration.
We see that when the model recognises that we
are asking an impossible question and refuses
to answer, it prevents itself from providing
hallucinated answers and improves its calibra-
tion. GPT-4V also performed better in this
regard than the other two models.

* VLMs were especially miscalibrated when
they were asked to express their answer in
a 95% confidence interval. Their accuracy in
the counting experiment did not even come
close to 95%, even when their initial guess for
the exact number of objects was quite close to
the answer.

From these results, we can see that there are
many things that can be improved when it comes
to the calibration of VLMs. In the current state
of things, users are often presented with confident
wrong answers which undermine the trust in these
models. This paper contributes to the research in
uncertainty estimation of VLMs and points out
the shortcomings of these models with respect to
their calibration. Better-calibrated models would
be beneficial to millions of users as these models
are already widely used by the general public.
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7 Limitations

As the models output high confidence scores, the
lower confidence bins were underrepresented in
the calibration plots. This issue could be solved
with more images in the datasets, but there were
some limitations on the number of images that the
models could be tested on. For the easy visual
question answering experiment, there were tens of
thousands more images available from the dataset
by Antol et al. (2015) and Goyal et al. (2017). How-
ever, all of the images were used from the JUS
dataset, which put a limit on the number of im-
ages in the hard VQA experiment and the counting
experiment.

Since a correct answer to a question could be
phrased in multiple ways, the answers had to be
manually checked, which made the data-gathering
process time-consuming. The used APIs also had a
limit on the number of requests per minute, which
prevented large-scale testing.

One way to automate the check for the correct-
ness of the answers could be to use an LLM to
check the semantic equivalence of the correct ref-
erence answer and the response provided by the
model. This was not a suitable approach in this
paper, as these methods still have limited corre-
lation (Spearman rank correlation p < 0.7) with
manual assessment (Maiias et al., 2024). Another
way could be to use better prompts that restrict the
model to one or two-word answers that are easier
to check automatically but that would put a limit
on the complexity of the tested questions.

Lastly, we found that some models are more
likely to refuse to answer for images with severe
corruptions. These samples can therefore not be
included in the answer, which can decrease error
rate and decrease the recorded miscalibration. This
may be considered acceptable, as not giving an
answer may be preferable over a random guess, but
it is not as good as giving a correct answer. There
are methods that attempt to minimize the refusal
rate and get more correct answers (Srinivasan et al.,
2024), but those were not considered in this study.

8 Ethical Considerations

In this paper we show that VLMs verbalized uncer-
tainty is prone to severe degradation under input
image corruption, which adds to other common
problems with VLMEs like incorrect predictions and
hallucinations, this raises ethical concerns on their
use, as these models are effectively not able to

identify when they do not know or cannot answer
a prompt.

Users of these models are recommended to al-
ways double check with a human any kind of output
that is given by VLM, as they are not trustworthy,
and when used for critical applications, humans
can be hurt.

Our work shows that GPT4V is able to detect
Gaussian noise corruptions, which indicates that its
developers might have included this in its training
set, but not other kinds of corruptions, showcas-
ing the limitations of VLMs as only capabilities
considered during training are available during in-
ference/deployment. More research is needed to
further detect other kinds of input image corrup-
tions.
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A Calibration Plots

Since one metric like the ECE can hide the nuances in the model’s behaviour, we can make a calibration
plot for each corruption. We calculate the model’s average confidence in a confidence bin and plot its
accuracy along the y-axis.

Figure 12 illustrates the calibration of the three models in each corruption type for the "easy" visual
question answering. Since the calibration plots for one specific severity level and corruption type are too
noisy due to the low number of data points and the uneven distribution of the confidence scores, we plotted
the calibration using all severity levels of a given corruption. Even with this adjustment, most of the bins
contained one or two data points so we decided to use four equal bins covering the [0, 100] interval.

GPT-4V outperformed the other two models in all types of corruption. It is especially close to the
dashed line indicating perfect calibration, in the defocus blur corruption. In the confidence bins where
there were enough data points, indicated by the small error bars, the models show overconfidence as those
points lie below the dashed line.

There are points below 50% confidence where the error bar is very large or zero. These points occur
because the models tend to output high confidence scores so lower bins have few or no data points. If
there are only one or two correct answers in a confidence bin and no other data points, then the accuracy
for that bin will be 100% and the standard error will be undefined or zero since it is calculated as the
standard deviation divided by the square root of the number of samples.

Figure 13 illustrates the calibration for the "hard" visual question answering. There we can again see
that GPT-4V performed much better than the other two models. It should be noted that the problem of
confidence bins with low or zero number of data points is still present, so the same bin size had to be used.

Gaussian noise Defocus blur JPEG compression

0.75 0.75 0.75

Model
-@ Claude

0.50 0.50
@ Gemini
GPT
025 / 0.25 0.25

0.00 / 000 / 0.00
25

50 75 100 0 25 50 75 100 0 25 50 75 100
Mean Confidence (%) Mean Confidence (%) Mean Confidence (%)

Accuracy
o
&
3

0

Figure 12: Calibration plots for the three examined corruption types and three models in the easy visual question
answering experiment. The error bars represent the standard error and the dashed line indicates perfect calibration.
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Figure 13: Calibration plots for the three examined corruption types and three models in the hard visual question
answering experiment with the error bars calculated using the standard error.
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B Image data for the easy VQA and model questions

To reduce the size of the Easy VQA dataset to be able to manually assess the responses we randomly
selected a subset of the images and their questions. The selected images can be found in Table 4.

To elicit verbalized confidence we expanded the questions used. We appended either:

’Moreover; please rate your confidence in your answer between 0 and 100%. The answer should be in
the format: "Answer (confidence%)".” or

> Provide your actual prediction. Moreover, please express your estimate as a 95% confidence interval.
This means you should provide a range within which you are 95% confident the true value lies. Format
your answer as: "[Lower Bound, Upper Bound]", where the lower bound is the start of the range and the
upper bound is the end of the range. Ensure that this interval reflects a 95% confidence level based on

your estimation.’, depending on whether the question was a counting task.

C Demonstration of corruptions and an impossible question

Figure 14 illustrates the effect of the used corruptions at different severity levels. In Figure 15, we give an
example of a question that even a human should not be able to answer. As mentioned in subsection 4.3,
we expect the model not to answer. It should be noted that some of the images are so distorted at higher
severity levels that they also become impossible to answer.

Gaussian
Noise:

JPEG
Compression:

Defocus
Blur:

Severity 0 Severity 1 Severity 2 Severity 3 Severity 4 Severity 5

Figure 14: Demonstration of different severity levels for the three tested corruptions

A kR

Figure 15: Impossible question: How many bamboo trees are shown in this photo?
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Table 4: Randomly selected images and their corresponding questions for "easy"” VQA.

Image ID

Question

COCO_test2015_000000341181
COCO_test2015_000000244073
COCO_test2015_000000415036
COCO_test2015_000000551714
COCO_test2015_000000084296
COCO_test2015_000000512556
COCO_test2015_000000358972
COCO_test2015_000000154340
COCO_test2015_000000473114
COCO_test2015_000000444844
COCO_test2015_000000459379
COCO_test2015_000000003004
COCO_test2015_000000515370
COCO_test2015_000000066725
COCO_test2015_000000121284
COCO_test2015_000000420197
COCO_test2015_000000471029
COCO_test2015_000000112870
COCO_test2015_000000343994
COCO_test2015_000000351008
COCO_test2015_000000334624
COCO_test2015_000000177197
COCO_test2015_000000407045
COCO_test2015_000000110643
COCO_test2015_000000517475
COCO_test2015_000000268054
COCO_test2015_000000068573
COCO_test2015_000000262294
COCO_test2015_000000206488
COCO_test2015_000000066282
COCO_test2015_000000166735
COCO_test2015_000000068702
COCO_test2015_000000475609
COCO_test2015_000000434294
COCO_test2015_000000373079
COCO_test2015_000000022109

Is the kitchen well lit?

What color is the plane?

Is there a plug near the bed?

Is the person wearing gloves?

How many chairs are around the table?
What is the bench made of?

What type of boat is that?

Are they preparing food?

Is this computer equipment?

Is this apartment completely empty?
What is the boy doing?

What is the animal doing?

What shape is the kite?

What appliance is pictured?

What time is it?

What is beside the dog?

Is the man right-handed?

What is on the shelf above the toilet?
What is in the baby’s mouth?

Is the horse running down the street?
Is the man listening to something on his smartphone?
What color is the batter wearing?

Is the bench brown?

How many birds?

Are they using foil paper?

Is the oven on?

Is this indoors?

What type of sweater is the man wearing?
Is there money on the table?

What type of place is this?

Are there people in the boat?

Are there picture frames in this picture?
Has the ball been thrown?

Is the boy wearing shoes?

Is the person wearing a wedding band?
What is on the sheep?
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D Frequency of correct and incorrect answers in each confidence bin

In Figures 16 and 17 *gn’ stands for Gaussian noise, ’db’ stands for defocus blur and ’jc’ stands for JPEG
compression. There are two main things that we can observe from the two figures which influence the
calibration plots. The proportion of correct and incorrect answers does not reflect the confidence bin and
most of the responses fall into higher confidence bins.
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Figure 16: Histograms of confidence scores in the easy visual question answering experiment with the red and blue
bars indicating the proportion of correct and incorrect responses
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Figure 17: Histograms of confidence scores in the hard visual question answering experiment with the red and blue
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E Frequency of all answers in each confidence bin

In the 6 Figures below, we see the frequency of confidence scores for each model in the two VQA tasks.
While models give more low-confidence answers in the hard VQA task, the overwhelming majority of

answers fall into the higher confidence bins.
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Figure 21: Confidence histograms GPT-4V hard VQA
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Figure 23: Confidence histograms Claude hard VQA
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F Responses under noise

In Table 5 we show how Claude even identifies the exact bridge in Kyoto but as the severity of the blur
increases, it gives incorrect or more and more general answers instead of refusing to answer.

Table 5: Claude answers with defocus blur
Question: Where was this photo taken?
Correct answer: Japan, Kyoto, Arashiyama Area, the Bridge is named Togetsu-kyo Bridge (or Toei Bridge)

Severity 0 Severity 1 Severity 2 Severity 3 Severity 4 Severity 5

Based on Kyoto, Japan Kyoto, Japan Based on the Based on the Lake (60%)
the wooden (80%) (75%) mountainous  mountainous
bridge struc- landscape landscape and

ture spanning
the water and
the mountains
in the back-
ground, this
photo appears
to have been
taken in Ky-
oto, Japan at
the famous

and the tradi- the body of

tional wooden
houses along
the riverbank,
this photo ap-
pears to have
been  taken
in Kyoto,
Japan (70%

water, which
appears to be

a lake, this
photo was
likely taken at

Lake Como
in Italy (75%
confidence).

confidence).
Togetsukyo

Bridge in

Arashiyama

(confidence

90%).

In Table 6 we show responses from GPT-4V. It first answers the question correctly and then as the
severity increases, gets confused with the added noise and in the end it refuses to answer.
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Table 6: GPT-4V answers with Gaussian noise. Question: What is on the sheep? Correct answer: An eartag

Severity 0

Severity 1

Severity 3

Severity 4

Severity 5

Severity 2

Tag on ear
(95%)

There is an
ear tag on the
sheep (confi-
dence 100%).

There is noth-
ing unusual
on the sheep;
it appears
to be just
wool-covered,
typical  for
a sheep.
Answer
(confidence
95%).

There is noth-
ing unusual on
the sheep; it
looks like a
typical sheep
with its wool
coat. Answer
(100%).

The sheep
is wearing a
blue blanket
or cover (90%
confidence).

It is difficult to
accurately dis-
cern specifics
about the
sheep due to
the distorted

and noisy
nature of the
image. The

image quality
suggests it
may have
been altered
or degraded,
mostly show-
ing pixelated
and multicol-

ored noise
patterns rather
than clear

objects or tex-
tures. Thus, I
cannot defini-
tively make
out detailed
attributes
such as what
might be on
the sheep.
(Confidence:
30%)
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