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Abstract

Warning: This paper explicitly contains the
statement of stereotypes that may be offensive.

Previous studies have established that language
models manifest stereotyped biases. Existing
debiasing strategies, such as retraining a model
with counterfactual data, representation pro-
jection, and prompting often fail to efficiently
eliminate bias or directly alter the models’ bi-
ased internal representations. To address these
issues, we propose BIASEDIT, an efficient
model editing method to remove stereotypical
bias from language models through lightweight
networks that act as editors to generate param-
eter updates. BIASEDIT employs a debiasing
loss guiding editor networks to conduct local
edits on partial parameters of a language model
for debiasing while preserving the language
modeling abilities during editing through a re-
tention loss. Experiments on StereoSet and
Crows-Pairs demonstrate the effectiveness, ef-
ficiency, and robustness of BIASEDIT in elim-
inating bias compared to tangental debiasing
baselines, and little to no impact on the lan-
guage models’ general capabilities. In addition,
we conduct bias tracing to probe bias in various
modules and explore bias editing impacts on
different components of language models'.

1 Introduction

In recent years, many studies have underscored the
tendency of pre-trained language models (LMs) to
have societally stereotypical biases (Liang et al.,
2021; Smith et al., 2022; Cheng et al., 2023a; Liu
et al., 2023), such as gender bias (Sun et al., 2019;
Zhao et al., 2020), race bias (Halevy et al., 2021),
religion bias (Das et al., 2023; Manzini et al., 2019),
among others. Therefore, eliminating biases from
models is crucial to ensure fairness and accuracy
in applications of language models.

!Code and data are available in https://github.com/
zjunlp/BiasEdit

) BiasEdit
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Figure 1: Debiasing a language model with BIASEDIT.

Many methods have been proposed to mitigate
bias, such as fine-tuning entire models (Zmigrod
et al., 2019; Barikeri et al., 2021) with counterfac-
tual data obtained by swapping out bias attribute
words,? which is partly effective but costly in terms
of computational time and space, especially for
large language models (LLMs). Others implement
debiasing with representation projection (Ravfogel
et al., 2020; Liang et al., 2020; Limisiewicz and
Marecek, 2022; Iskander et al., 2023) or prompting
(Sheng et al., 2020; Schick et al., 2021; Mattern
et al., 2022; Venkit et al., 2023). However, without
parameter modification, a model remains inher-
ently biased and can not be applied to downstream
tasks as an off-the-shelf unbiased model. Recent
methods (Kumar et al., 2023; Limisiewicz et al.,
2024) employ model adapters where each adapter
is trained to specialize only in one bias type. Multi-
ple adapter training for different bias types is not
economical for real-world applications.

These drawbacks inspire us to explore new meth-
ods for debiasing stereotyped language models
more directly. Model editing (Yin et al., 2023;
Wei et al., 2023; Zhang et al., 2024) can change
specific information in language models by modi-
fying model parameters, which could be effective
in eliminating bias. There are some existing edit-

The bias attribute words refer to those that introduce or
reflect bias. For example, bias attribute words for gender are
she, he, mother, father, etc. Bias attribute words for religion
are Christianity, Judaism, Islam, etc.
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ing methods: (i) fine-tuning a model with new data
(Zhu et al., 2020; Ni et al., 2023); (ii) locating then
editing (Meng et al., 2022, 2023; Dai et al., 2022;
Wu et al., 2023b; Li et al., 2024); (iii) utilizing
editor hyper-networks to modify language mod-
els’ parameters (Cao et al., 2021; Mitchell et al.,
2022; Cheng et al., 2023b; Tan et al., 2023). As
for current LLLMs (usually >10B for practical ap-
plications), the fine-tuning approach consumes a
lot of computational resources and data, which is
not ideal. Recent works (Limisiewicz et al., 2024;
Yan et al., 2024; Chen et al., 2024) and our pre-
liminary experiments (see Appendix A) show that
bias can be interpreted as localized modules in
LLMs. Meanwhile, small hyper-networks predict-
ing weight updates (Cao et al., 2021; Mitchell et al.,
2022; Tan et al., 2023) are illustrated to be flexi-
bly applied to change parameters of any language
models without fully fine-tuning it and adaptively
designed to conduct any specific editing task.

In §3, therefore, we introduce BIASEDIT, a
lightweight model editing approach to debias
stereotyped language models using editor hyper-
networks, as illustrated in Figure 1. BIASEDIT
aims to calibrate a language model’s biased behav-
ior to assign the same likelihoods to the stereotyped
contexts and their corresponding anti-stereotyped
contexts. Inspired by Mitchell et al. (2022) and Tan
et al. (2023), BIASEDIT uses editor networks to
modify a small portion of model parameters relat-
ing to stereotyped bias and then obtain an off-the-
shelf unbiased model for downstream applications.
A debiasing loss in BIASEDIT is designed to teach
editor networks how to generate parameter shifts
to modify partial parameters of language models
for debiasing. BIASEDIT also contains a retention
loss to avoid affecting unrelated associations during
editing to preserve language modeling abilities. To
demonstrate the effectiveness and robustness of BI-
ASEDIT, we conduct experiments on the StereoSet
(Nadeem et al., 2021) and Crows-Pairs (Nangia
et al., 2020) datasets with four different LMs com-
pared to previous debiasing methods. The results
show that BIASEDIT achieves the best performance
on debiasing than all baselines and has little impact
on LMs’ language modeling and general abilities
(§4.2). Meanwhile, BIASEDIT is robust to gender
reversal (§4.5) and semantic generality (§4.6).

Furthermore, we explore bias associations
among various modules and the process of debias-
ing via model editing on different components of
language models. We find that bias editing on up-

per blocks of language models has fewer negative
impacts on language modeling abilities than edit-
ing on the bottom blocks, shedding light on future
debiasing research.

2 Background and Setting

2.1 Debiasing Task

A stereotyped language model exhibits biased rep-
resentations characterized by stereotypical beliefs
and attitudes towards different demographic groups
in society (Devine, 1989; Nangia et al., 2020; Bauer
et al., 2023). In this paper, we study mitigating bias
in stereotyped LMs while retaining their original
language modeling abilities via model editing.

To be specific, there is a context x with a blank,
e.g., “Girls tend to be more ___ than boys.” as
shown in Figure 1. We expect that an ideal un-
biased language model will estimate the stereo-
typical context Tgereo and its corresponding anti-
stereotypical context x,,; with the same probabil-
ity. When two attribute terms that correspond to
stereotypical and anti-stereotypical associations,
e.g., ‘soft’ and ‘determined’, fill in the blank within
T, Tstereo aNd Zapg are formed respectively, as:

Tstereo: Girls tend to be more soft than boys.

Zanti: Girls tend to be more determined than boys.

Given a biased language model with parame-
ters 6, the optimization target of the debiasing
task is to minimize the probability difference be-
tween the stereotypical context Py(Zgtereo) and the
corresponding anti-stereotypical context Py (zang)-
Py(x) refers to the average log probability of all
tokens in z for current decoder-only language mod-
els, following Nadeem et al. (2021). Furthermore,
to ensure that language modeling abilities are not
influenced or even hurt during debiasing (Meade
et al., 2022; Ma et al., 2023b; Chintam et al., 2023),
the probability Py(zmiess) of the meaningless con-
text towards x is desired to be unchanged in the
debiasing process, where a semantically unrelated
attribute term exists in Tmess:

Tmless: Girls tend to be more fish than boys.

We use two bias benchmark dataset, StereoSet
(Nadeem et al., 2021)> S and Crows-Pairs (Nangia
et al., 2020) in this paper. For each instance s € S,

3Following Meade et al. (2022); Yu et al. (2023), we utilize

only the intrasentence portion in StereoSet, which generally
adapts to the debiasing task and various language models.
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Figure 2: Debiasing a language model with BIASEDIT. Editor networks ¢ are trained %0 produce edit shifts on

partial parameters VV of a language model while its parameters 6 are frozen

. After editing, an unbiased LM

is obtained with the robustness of gender reversal and semantic generality. £, and £, refer to Equation 1 and 2
respectively. s: stereotyped. a: anti-stereotyped. m: meaningless.

s = {&, Tstereo, Tanti Tmiess - More descriptions
about datasets are in §4.1.

2.2 Model Editing

Model editing is initially proposed to correct model
mistakes (Sinitsin et al., 2020). It is now mainly
applied to change knowledge in language mod-
els (Yao et al., 2023), such as knowledge modi-
fication (Cao et al., 2021), insertion (Zhang et al.,
2024), and erase (Wang et al., 2024b) with locality
(keeping accurate on irrelevant facts) and general-
ity (editing neighboring facts without specific train-
ing). Precisely, a language model with parameters
0 is a differentiable function fy : X x @ — ),
which maps an input x to an output y. An edit
target (z.,y.) describes a desired knowledge al-
teration where . is a trigger input to elicit the
fact in language models and y. is the target output.
Model editing updates an initial model fy such that
fo(xe) # ye into a model fp, with a new set of
parameters 6., where fy, (z.) = ye according to
the edit target. For example, given a query ‘Who
is the principal conductor of the Berlin Philhar-
moniker?’, the initial model outputs ‘Simon Rattle’.
With an edit target (The principal conductor of
the Berlin Philharmoniker is, Kirill Petrenko), the
post-edit model will output ‘Kirill Petrenko’ given
a query ‘Who is the principal conductor affiliated
with the Berlin Philharmonic?’. Meanwhile, both
the post-edit model and the initial model will give
the same answer ‘1882’ to the question ‘In which
year was the Berlin Philharmonic founded?’. Dif-
ferent from knowledge editing that only increases
the probability of the target fact or only decreases
the probability of the fact desired to be erased, the
editing goal of debiasing is to reduce the probability
of stereotyped contexts and increase the probabil-

ity of their corresponding anti-stereotyped contexts
simultaneously, which is much more challenging.

3 BIASEDIT

To conduct effective and efficient debiasing, we
propose BIASEDIT, a model editing method for
debiasing stereotyped language models. Accord-
ing to §2.2, given a language model with param-
eters 6, bias editing can be denoted as a function
X x L x 0O x & — O, which maps a paired in-
put (Zstereo, Tanti), @ debiasing loss function L :
X x © — R, biased language model parameters
0, and editor parameters ¢ to new unbiased model
parameters 6.. As shown in Figure 2, BIASEDIT
utilizes lightweight networks as editors ¢ to gener-
ate a parameter shift, which is used to modify mod-
els’ partial weights W (e.g., the weights of the last
linear layer in the MLPs at the last 3 blocks) for con-
ducting debiasing edits, following the architecture
of MEND (Mitchell et al., 2022) and MALMEN
(Tan et al., 2023). Specifically, (Zgereos Tanti) 1S
used to compute the input to an editor network g4,
for the layer ¢, the gradient Vyy, L4(Zstereo, Tantis 0)-
The output of g4, is the parameter shift @WZ to up-
date W, into Wy = Wy + @WZ. BIASEDIT uses
a debiasing training set 8&?{“ and a development
set Sggivt to learn editor parameters ¢. During train-
ing, the debiasing loss £, teaches editor networks
how to produce parameter shifts to change )V for
eliminating bias:

£d = KL(PGW (-Tstereo)HPHW (-ranti))

(H
+ KL(PHW (xanti) HPHW (xstereo))

where 6y and 6,5, denote the model parameters
with pre-edit weights and post-edit weights, respec-
tively. We design a symmetric £y as the sum of
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two KL divergence losses because debiasing aims
to make a language model equally treat the stereo-
typical contexts and anti-stereotypical contexts for
fairness according to Section 2.1, which is differ-
ent from knowledge editing. Moreover, to avoid
negative effects on the language modeling abilities,
a retention loss is designed to keep the probability
of meaningless terms unchangeable during editing:

»Cr = KL<P9W (xmless)HPGW (JUmless)) (2)

Overall, the total editing loss for training editor
networks is Lg(¢) = L4 + AL,. For evaluation,
bias editors produce debiasing edits on a test set
Siot. Because the effectiveness of instance-editing
that uses one instance in each editing operation is
limited (Cao et al., 2021; Meng et al., 2022, 2023;
Maetal., 2023a; Gu et al., 2024), BIASEDIT adopts
batch-editing, which uses one-batch samples in
one edit for the debiasing scenario. During both
training and testing, the same batch size is used for
optimal debiasing performance.

4 Experiments

4.1 Setups

Evaluation Metrics. Our goal of an ideal debias-
ing method is that it excels in mitigating stereotyp-
ical bias in LMs while not having negative effects
on LMs’ original language modeling and general
capabilities. To measure the stereotypical bias of
LMs, Stereotype Score (SS) (Nadeem et al., 2021)
is employed. It is the percentage of samples in
which a model prefers stereotypical contexts to
anti-stereotypical contexts:

SS(H) = EsESéfﬁ{l [Pﬁ(xstereo) > PH(xanti)]

An unbiased model is expected to have a SS of 50%.
As for language modeling and general capabilities,
we use the Language Modeling Score (LMS) from
StereoSet. It is the percentage of samples in which
a model ranks meaningful associations over mean-
ingless associations.

1
LMS(H) = §Ese$§{1 [Pe(xstereo) > P&(xmless)]

1
+5Eses L [Fo(zand) > Fo(@miess)]

We compute the average SS and LMS for pre-edit
models and post-edit models (SSpre-avg, SSpost-aves
LMS pre-avg>, LMSpost-ave) Of all batch edits. An ideal
debiasing will not change the LMS before and af-
ter debiasing. We report SSpre-avg, SSpost-ave, and
ALMS = LMSposi-avg — LMSpre-ayg-

Dataset. We utilize two bias benchmark datasets,
StereoSet (Nadeem et al., 2021) and Crows-Pairs
(Nangia et al., 2020). There are three reasons to
choose them. First, StereoSet and Crows-Pairs are
widely used (Liang et al., 2021; Meade et al., 2022;
Smith et al., 2022; Joniak and Aizawa, 2022; Lim-
1siewicz et al., 2024; Omrani et al., 2023; Ma et al.,
2023b; Xie and Lukasiewicz, 2023; Yu et al., 2023;
Yang et al., 2023). In addition, they cover various
types of bias in models, including gender, race,
and religion bias, which are evaluated in our pa-
per. Moreover, the meaningless attribute terms in
StereoSet can be applied to retain language mod-
eling abilities during debiasing. As for StereoSet,
we stochastically split in the test set (3,526 sam-
ples) of the intrasentence StereoSet by 8:1 as Sgdaiit“
and Sgg'ivt respectively and use the development set
(1,292 samples) as S$f, where attribute terms in

train dev feiod test ;
Seiit and S5y are disjoint from S5, Crows-Pairs

is also used as S to evaluate BIASEDIT’s de-
biasing performance (details in Appendix B). We
also select three large language model benchmark
datasets, OpenBookQA (Mihaylov et al., 2018),
BoolQ (Clark et al., 2019), and COPA (Roem-
mele et al., 2011), to evaluate LMs’ capabilities
of reading comprehension, knowledge question-
answering, and commonsense reasoning, respec-
tively. Their evaluations are conducted by Open-
Compass tool (Contributors, 2023) and measured

by accuracy based on perplexity.

Comparison. Compared with BIASEDIT, four
distinguishing baseline debiasing methods from
Meade et al. (2022) are implemented4: counter-
factual data augmentation (CDA) (Zmigrod et al.,
2019), SentenceDebias (Liang et al., 2020), Self-
Debias (Schick et al., 2021), and iterative nullspace
projection (INLP) (Ravfogel et al., 2020) (details
in Appendix B.3). Unlike all baselines, our edi-
tor networks can be trained with a mixture of all
three types of bias, instead of dealing with only
one particular bias at a time. As for testing, BI-
ASEDIT is evaluated on gender, race, and religion
bias samples from S'St separately. BIASEDIT is
a model-agnostic debiasing method and can be
applied to any open-sourced language model. We
conduct experiments on diverse language models,
including GPT2 (Radford et al., 2019), Gemma
(Mesnard et al., 2024), Llama3 (Meta, 2024), and
Mistral (Jiang et al., 2023). Some blocks in LMs
are selected in this paper according to preliminary

*https://github.com/McGill-NLP/bias-bench
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GPT2-medium

Gemma-2b

Method SS (%) — 50% ALMS (%) — 0 SS (%) — 50% ALMS (%) — 0
Gender Race Religion Gender Race Religion Gender Race Religion Gender Race Religion
Pre-edit 65.58 61.63 6257 9339 9230 90.46 69.25 6421 6239 9457 9426 9343
CDA 6329 6136 61.79 -0.21  -3.02 0.00
SentenceDebias  67.99  58.97  56.64 +0.29  +1.52 +0.34 68.86  63.87  60.09 -2.65  -0.31 -0.58
Self-Debias 60.28 5729  57.61 347 412 -1.35 6570 5829  58.02 -3593  -30.39  -21.69
INLP 63.17 60.00 58.57 -5.15 -1.49 -2.48 52.17 6296 5857 -12.50  -0.30 -2.01
BIASEDIT 4942 56.34  53.55 -8.82  -5.12 -1.92 48.59 5586  47.36 -4.78  -4.35 -5.44
Mistral-7B-v0.3 Llama3-8B
Method SS (%) — 50% ALMS (%) — 0 SS (%) — 50% ALMS (%) — 0
Gender Race Religion Gender Race Religion Gender Race Religion Gender Race Religion
Pre-edit 70.19 6497  56.09 93.60  89.77 88.85 7225 65.01  60.87 95.81 9247 91.33
CDA
SentenceDebias  68.36  64.54  54.94 -0.61 0.62 +0.09 68.55 6497 5991 -0.22  -1.14 -0.66
Self-Debias 61.79 50.54  60.68 -39.28  -29.17  -32.37 6546 60.88  58.57 -40.04 -2.54  -28.64
INLP 69.22 6523 5590 +0.35 -0.15 -0.58 68.17 6522 6221 -1.43  -0.09 0.00
BIASEDIT 46.24 5146  50.42 -8.81 -8.59 -0.03 49.18 5351 5113 -1342  -11.77  -10.02

Table 1: Performance of BIASEDIT compared to previous debiasing baselines. Pre-edit: SSpre.aye and LMSpre.ave.
SSpost-avg and ALMS = LMSpost-avg — LMSpre-avg are reported for all baselines and BIASEDIT.

Model
Dataset . .
Llama3,.. Llama3,, Mistral,.e Mistral,,s Gemmap,. Gemmap,y GPT2mye GPT2myo
OpenBookQA 80.80 78.94 84.20 82.90 46.80 46.48 40.40 40.57
BoolQ 70.00 65.18 64.25 62.89 62.00 61.85 55.00 55.40
COPA 68.00 67.90 78.00 77.80 62.00 61.09 24.80 24.68

Table 2: Accuracies (%) of general model benchmarks. *pre’: pre-edit, ‘post-": post-edit, ‘GPT2m’: ‘GP2-medium’

experiments described in Section 4.4. The last lin-
ear layer in the MLP at each block is edited. We
report the best debiasing performance among differ-
ent edited components in Table 1 (the last 3 blocks
for GPT2-medium and Mistral-7B-v0.3, the last 2
blocks for Llama3-8B, and the penultimate block
for Gemma-2b).

4.2 Main Results

BIASEDIT achieves the best debiasing perfor-
mance on all bias types compared to all debias-
ing baselines. According to the SS, BIASEDIT
can reduce SS to less than 57% and more than 46%
while SS of debiased models with previous debias-
ing baselines are mostly above 60%, which demon-
strates BIASEDIT leads to significant improvement
for debiasing performance. For instance, as for the
SS of Llama3, BIASEDIT yields an improvement
of 113.26, 17.37, and 17.44 on the absolute differ-
ence from 50% for gender, race, and religion bias
respectively, compared with the best SS among all
baselines. According to Templeton et al. (2024),
human-interpretable concepts, like bias, can match
neuron activations. We suppose that the reason for

the excellent debiasing performance of BIASEDIT
is that parameters associated with bias are explic-
itly edited, which is illustrated in Section 4.4 and
Appendix A. Moreover, BIASEDIT presents excel-
lent performance on every bias type though editor
networks are trained to produce edits on a mixture
of different types of bias at a time (Appendix B.4).
It is illustrated that our method can generalize de-
biasing success over various bias types, compared
to previous debiasing methods that can only deal
with one particular bias at a time, such as creating a
bias subspace (SentenceBias) or training an adapter
(Limisiewicz et al., 2024) for only one bias type.

BIASEDIT is efficient to produce off-the-shelf
unbiased models. Fully finetuning LMs with
CDA usually requires many computational re-
sources and time. Subspace computation for Sen-
tenceDebias and INLP is also time-consuming, es-
pecially for LLMs. For example, computing the
gender bias subspace for Mistral-7B takes more
than 2 days. Unlike them, BIASEDIT only trains a
small hyper-network with a minimal memory cost
based on Tan et al. (2023) due to decomposition
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between the hyper-network and LM. For instance,
only one A800GPU is used for bias editing on
Mistral-7B or Llama-8B with arbitrary edit batch
size. Training small gender editor networks for
Mistral-7B only takes about 5 hours. Additionally,
compared to prompting and representation projec-
tions baselines like SentenceDebias and INLP that
can only calibrate models’ output distributions in-
stead of language models themselves, BIASEDIT
produces off-the-shelf debiased language models.

BIASEDIT has little to no impact on language
modeling abilities, illustrating the effectiveness
of the retention loss. The results of LMS drops
show that BIASEDIT exhibit a few negative im-
pacts on models’ language modeling capabilities.
Comparing SS of original models and LMS drops of
debiasing, the LMS drop for debiasing is consistent
with the bias extent of the original model in most
cases. The more biased the model is, the greater
the impact of editing for debiasing is. For example,
models in Table 1 are more biased on gender than
race according to SS while LMS drops of gender
debiasing are larger than race debiasing in most
cases, which indicates that bias editing is more
difficult for more biased models. Therefore, our
retention loss is necessary. Meanwhile, we surmise
that £,. (Equation 2) works well based on the com-
parative results of LMS drops with that of baselines.
The ablation study in §4.3 illustrates this. We also
explore the impact of BIASEDIT on general NLP
tasks since previous works (Gu et al., 2024; Gupta
et al., 2024) have indicated that model editing can
hurt the general capabilities of language models.
As for the debiased models, we randomly sample
checkpoints of two editing batches for gender, race,
and religion bias, respectively. The average accu-
racies of these six debiased results are shown in
Table 2. There are only a few accuracy drops after
debiasing, which illustrates that BIASEDIT can do
little harm to the general capabilities of language
models during editing for debiasing.

4.3 Ablation Study on retention loss £,

We perform an ablation study to show the effec-
tiveness of the retention loss £, for maintaining
language modeling abilities during debiasing. The
results for training editor networks with and with-
out £, are shown in Table 3. There are large drops
on LMS if the retention loss is not deployed during
editing. Specifically, the LMS drops of Gemma-
2b increase absolutely by 124.53, 123.58, and

171

GPT2-medium

Method SS (%) ALMS (%)
gender race religion gender race religion

wlo £, 5255 5645 4573 -5236 -59.96 -61.54

w L, 4942 5634  53.55 -8.82 512 -1.92

Gemma-2b

Method SS (%) ALMS (%)
gender race religion gender race religion

wlo £, 5081 5205 41.17 -2931 -2793 -62.29

w L, 4859 5225 4736 -4.78  -4.35 -5.44

Table 3: BIASEDIT w and w/o the retention loss L,..

156.85 for gender, race, and religion bias respec-
tively during debiasing without £,, which illus-
trates that the retention loss plays an important role
in reducing harm to the language modeling abilities
during editing.

4.4 Further Discussion on Editing Different
Components for Debiasing

To pursue optimal performance, it is necessary to
determine which blocks to be edited at first. Before
embarking on our main experimental investigation,
preliminary experiments are conducted to explore
bias associations in language models. Following
causal tracing from Meng et al. (2022), we propose
bias tracing to track bias associations in language
models, which is described in Appendix A. It is
observed that MLPs in several bottom and upper
blocks exert a substantial influence on bias cap-
tured in language models. Some existing works
also demonstrate that editing MLPs can modify
knowledge associations in language models (Geva
et al., 2021; Mitchell et al., 2022; Meng et al., 2022,
2023; Gupta et al., 2023; Wu et al., 2023a). Based
on our findings and previous works, BIASEDIT ed-
its the last (output) layer in the MLP at each block
for the debiasing task. To comprehensively explore
the effects of debiasing stereotyped language mod-
els via model editing, we choose the first 3 and
last 3 blocks of language models to be edited with
BIASEDIT. The resulting debiasing performance
and modeling capabilities are measured in this sec-
tion. The SS and LMS drops of debiased language
models are shown in Figure 3.

Edits on the upper blocks have less negative
impacts on modeling abilities than edits on the
bottom blocks. According to Figure 3, the LMS
drops are much more for the bottom blocks than
the last blocks, especially for Mistral and Llama3.
This indicates that determining the suitable editing
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Figure 3: SS (%) and ALMS (%) of debiased language models after editing the last layer in the MLP of different
blocks. 1/2/3: the first/second/third block. 12: the first 2 blocks. 123: the first 3 blocks. -1/-2/-3, the last/penulti-
mate/antepenultimate block, -321: the last 3 blocks. -21: the last 2 blocks.

components for debiasing is important and modi-
fying weights of some upper blocks is appropriate
for debiasing. We think the reason might be that
the bottom layers capture basic linguistic features
like syntax and common word associations while
the upper blocks delve into deeper semantic rela-
tionships, contextual understanding, and high-level
language features (Geva et al., 2021). Since biases
manifest in semantic associations, lightweight mod-
ification of the upper layers can work well for bias
calibration, which will do little harm to modeling
abilities. On the contrary, the effects of editing on
linguistic patterns of bias, like the co-occurrence
of bias attribute words and attribute terms, repre-
sented in the bottom blocks will be propagated and
potentially amplified through the network as infor-
mation passes through subsequent blocks (Merullo
et al., 2023). Therefore, bias editing on the bottom
layers may harm the semantic associations encoded
in the upper blocks.

4.5 Reversing Gender Attribute Words

Inspired by the reversal curse that large language
models trained on ‘A is B’ fail to learn ‘B is A’
(Berglund et al., 2023), we think a robust gen-
der debiasing method should be able to calibrate
a model’s treatment to the two gender polarities,
male and female, equally. For instance, there are
two sentences “Girls tend to be more ___ than
boys.” and “Boys tend to be more ___ than girls.”.
A debiased model is expected to model the stereo-

Pre-debias
Debiased

45.85

SS (%)

40 L

GPT2-medium Gemma-2B  Mistral-7B  Llama3-8B

Figure 4: Gender Reversal Robustness. Pre-debias
refers to SS of pre-trained language models on the gen-
der reversal test set before debiasing. Debiased refers
to S of debiased models by BIASEDIT.

typical term “soft” and the anti-stereotypical term
“determined” in both two sentences equivalently
though only the first sentence is used for training.
To evaluate this gender robustness, a gender coun-
terfactual test set Sgoylq.« is created (Appendix C).
We reverse all gender attribute words in the gen-
der bias samples from S to construct the set.
For instance, “boys”, “father”, and “Female” are
changed into “girls”, “mother”, and “Male” respec-
tively. Then the test set is used to examine the
gender robustness of BIASEDIT, the implementa-
tion of which is the same as Table 1. The results in
Figure 4 show that BIASEDIT is robust enough to

remove gender counterfactual bias.
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4.6 Semantic Generality

Pre-debias BI1ASEDIT

Model / SS (%)

Gender Race Religion Gender Race Religion

GPT2-medium 5253 5371 6430 52.53 4853 5582
Gemma-2B 51.79 5439  58.89 51.84 5029 5476
Mistral-7B-v0.3  48.20 52.92  53.54 58.17 4946  58.17
Llama3-8B 4537 5879  58.17 49.19 5351  51.14

Table 4: SS (%) on the synonym-augmented test set.

Similar to the generality principle of knowledge
editing, a robust debiasing method should ensure
the debiased language model demonstrates unbi-
ased behavior on a group of semantically similar
attribute terms without specific training, showcas-
ing its adaptability to the nuanced and dynamic
nature of language. To evaluate this robustness of
BIASEDIT, we curate a synonym-augmented test
set that substitutes attribute terms in S5t with their
synonyms generated by WordNet (Miller, 1995)
using NLTK (Bird and Loper, 2004). Results in Ta-
ble 4 show that our debiasing method can generally
remove bias in the language models’ neighboring
semantic modeling space in most cases.

5 Related Work

Bias and Debiasing Many works focus on mea-
suring bias in language models (Zhao et al., 2020;
Nangia et al., 2020; Nadeem et al., 2021; Li et al.,
2022b; Faisal and Anastasopoulos, 2022; Cao et al.,
2022; Wan et al., 2023; Vashishtha et al., 2023),
which provide bias measurement metrics (Hovy
and Prabhumoye, 2021; Goldfarb-Tarrant et al.,
2023). To mitigate bias, researchers propose vari-
ous debiasing methods (Meade et al., 2022; Galle-
gos et al., 2023). The basic method is to fully fine-
tune language models on counterfactual data (Lu
et al., 2020; Zmigrod et al., 2019), which is costly.
So other approaches adopt fine-tuning in an effi-
cient way (Gira et al., 2022; Yang et al., 2023; Xie
and Lukasiewicz, 2023). Except for fine-tuning,
prompting (Schick et al., 2021; Guo et al., 2022)
guides models to calibrate their bias. Representa-
tion projection (Liang et al., 2020; Ravfogel et al.,
2020) is employed to remove bias representation
out of models, which, however, cannot change the
language models’ internal bias in essence without
modifying parameters. Some works (Kumar et al.,
2023; Limisiewicz et al., 2024) construct an adapter
for each type of bias and plug it into a LM. If we
want to mitigate N types of bias, [V adapters will
be trained, which is not efficient. Recently, an em-

pirical study (Yan et al., 2024) has explored the
feasibility of debiasing via model editing. There-
fore, we adopt model editing by efficiently editing
partial parameters for debiasing LMs.

Model Editing Much factual knowledge is mem-
orized in language models (Petroni et al., 2019;
Shin et al., 2020; Jiang et al., 2020; Li et al., 2022a;
Hase et al., 2023). As the real world develops, some
facts become obsolete and different over time. It
is necessary to change, add, or erase facts stored
in existing pre-trained language models (Li et al.,
2022a; Hase et al., 2023). Model editing (Sinitsin
et al., 2020) is come up with to modify information
in PLMs. Editing should follow some properties
(Yao et al., 2023): reliability (predicting updated
facts), locality, generality, and efficiency (efficient
in runtime and memory). The direct but inefficient
editing is to fully finetune a model on new facts
(Zhu et al., 2020). For locality, many works (Dai
et al., 2022; Meng et al., 2022, 2023; Ma et al.,
2023a; Fang et al., 2024; Jiang et al., 2025) seek
the model parameters strongly related to the facts
and then edit these localized hidden states. With
high efficiency, Mitchell et al. (2022); Tan et al.
(2023) achieve fast editing by training specific ed-
itor networks. Also, lifelong model editing, like
WISE (Wang et al., 2024a), is paid attention to
for practical applications. Recently, model edit-
ing has been applied to unlearn information from
language models (Patil et al., 2023; Ishibashi and
Shimodaira, 2023; Yu et al., 2023; Wang et al,,
2024b). Inspired by them, we propose an efficient
bias editing method, BIASEDIT, to eliminate bias
in language models while preserving the language
modeling capabilities and generalizing gender re-
versal inputs and semantically related inputs.

6 Conclusion

We propose BIASEDIT, an efficient model editing
method to debias stereotyped language models by
modifying a small portion of language models’ pa-
rameters with small editor networks. We design a
debiasing loss L for debiasing and a retention loss
L, to maintain the language modeling abilities dur-
ing editing. Experiments illustrate that BIASEDIT
presents much better debiasing performance than
classical debiasing methods and gives little to no
harmful impact on language modeling and general
capabilities. Also, BIASEDIT is robust in gender
reversal and semantic generality. Meanwhile, we
comprehensively investigate the effects of debias-

173



ing different components of language models.

Limitations

BIASEDIT is only evaluated on sentence-level
bias modeling examples with gold labels. How-
ever, in the LLLM era, we expect bias mitigation
for text generation forms, such as QA and text con-
tinuation, which is more appropriate for current
chat-based large language models. Furthermore,
biased datasets for text generation, like BBQ (Par-
rish et al., 2022), with gold labels are extremely
lacking. Therefore, we hope that BIASEDIT and
other adapt model editing / unlearning methods can
be adapted to mitigate bias for text generation, and
such datasets will be constructed in the future.

Ethics Statement

This work hopes to encourage more research for
debiasing language models. We use open-source
pre-trained language models from HuggingFace
(Wolf et al., 2019). All datasets and codes in the
experiments are publicly available. We ensure that
no private information is in our research. Further-
more, we recognize the potential societal impacts
of our work that BIASEDIT can be immorally used
to make language models more biased, which is
harmful to society. We advocate for the responsible
use of our method in ways that benefit the whole
society and minimize harm.
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A Bias Tracing

Some works (Sharkey et al., 2025; Lin et al., 2025)
use causal tracing to mechanistic interpretability
for LLMs. ROME (Meng et al., 2022) and MEMIT
(Meng et al., 2023) utilize causal tracing (Vig et al.,
2020) to locate facts memorized causal LMs. Af-
ter they find the specific hidden state with the
strongest effect on individual facts, they modify
these localized parameters for changing facts. In-
spired by causal tracing, we propose bias tracing
to seek the exact hidden states that contribute most
to bias exhibited in the language models including
masked language models and causal language mod-
els, which will guide us to select positions to edit
for debiasing.

A.1 Tracing Bias Associations

Following Meng et al. (2022), we analyze all in-
ternal activations of a language model M during
three runs: a clean run eliciting the bias in lan-
guage models, a corrupted run disrupting the bias
context modeling, and a corrupted-with-restoration
run measuring bias exhibited in every single state.

* As for the clean run, we obtain Py(Zstereo)
and Py(z,n) for each sample in the datasets,
and collect all hidden activations hf for each
token ¢ and each layer ¢, given the input text

x = [x1,...,2K| and the M with L layers.

¢ In the corrupted run, noise is added to the
embedding of bias attribute words in the input.
For the embedding h? in the token sequences
O:f bias attributes words to be corrupted, we set
hY := hY+ 71, where 7 ~ N(0; 0).°> Then, M
runs based on the corrupted embeddings and
we collected the following corrupted activa-

tions hf. Since the existence of bias attribute
words in a context is the reason why a context
presents bias, corrupting the embedding of
bias attribute words will remove the bias asso-
ciations on the following language modeling
process.

* With noisy embeddings, in the corrupted-
with-restoration run, we restore specific hid-
den states of some token ¢, ¢ € [0, K| (the bias
attribute words, the attribute term, or the token
before the attribute term) in an input context

3o is three times the standard deviation of embeddings
of 1000 subjects from https://rome.baulab.info/data/
dsets/known_1000. json as Meng et al. (2022)

and layer ¢, ¢ € [0, L] (the Transformer block,
the attention layer, or the MLP layer) of a lan-
guage model, which lets M output the clean
state hf. The following forward-running exe-
cutes without more intervention.

We calculate the absolute log probability differ-
ence between Tereo and Tangi, f, d(07 Tstereo, xanti) =
| 1og Pp(Zstereo) — log Py(Zanii)| » to measure bias
in a language model. The larger the difference is,
the more biased M is. By running the network
twice, bias tracing computes the bias association
of activations. The clean run occurs first to obtain
all clean activations. Secondly, embeddings of bias
attribute words are corrupted and the lowest differ-
ence is obtained. Then the corrupted activations

hf of a certain token ¢ and layer ¢ are restored to
their original values h{ from the same token i at
the same layer ¢. All differences are recorded after
restoring activations over every token in the input
context and every layer. If an activation restoration
of a token 4" and layer ¢’ causes a larger difference
than a restoration from other tokens and layers, we
can know that the activations of the token 4’ and
layer ¢’ give more impetus to bias.

A.2 Tracing Data Construction

We conduct gender and race bias tracing in this pa-
per. Therefore, gender and race bias attribute words
are extracted in the context. We begin with utiliz-
ing SPARQL to query the instance of gender and
race in Wikidata, obtaining a variety of words tar-
geted to specific bias. These words are the source
collection of bias attribute words. Based on the
collection, we then adopt simple string matching
to extract bias attribute words from the context sen-
tence x of each sample s in the dataset. As a result,
we can trace the activations of these bias attribute
words in language models.

A.3 Bias Tracing with GPT2

We conduct gender and race bias tracing on the in-
trasentence part of StereoSet at every layer of lan-
guage models and every token in contexts. The av-
erage bias associations of 500 samples with GPT2-
medium are shown in Figure 5 and 6.

Bias best corresponds to the states of MLPs at
lower layers. Figure 5 (a) illustrates that at layer
0-5 (layer 0-10 in Figure 6), MLPs in transformer
blocks play a much more significant role in bias
than attention layers, with peaking at layer 5 while
bias associations of attention layers varies a little
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(a) Gender bias effect of states (GPT2-medium)
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Figure 5: Gender bias tracing on GPT2-medium. (a) Comparing bias associations of bias attribute words on hidden
states, attention layers, and MLP layers. (b) Comparing bias associations on single states of the bias attribute word,
the token before the attribute term, and the attribute term. The bias impacts on output probability are mapped for the
effect of (c-d) each hidden state on the context, (e-f) only MLP activations, and (g-h) only attention activations. *
marks the corrupted bias attribute words and [] refers to the attribute terms in (c-h).

(a) Race bias effect of states (GPT2-medium)
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Figure 6: Race bias tracing on GPT2-medium.
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among different blocks. This reveals that language
models intensively present bias in the foundational
representations learned by lower layers, and these
early presentations can influence the subsequent
layers. The reason is that since the lower layers
capture the text patterns (Geva et al., 2021), bias
patterns in the pre-trained corpus, such as bias at-
tribute words’ cooccurrence with stereotyped terms,
are memorized in the early layers. Figure 5(b)
and 6(b) also show that bias attribute words have
the most effects at the early layers. Meanwhile,
it indicates that the token before attribute terms
associates a lot with bias at the upper layers of
causal language models because semantic informa-
tion is usually modeled in the top layers and the
attribute term explicitly semantically presents bias.
Two cases in Figure 5(c-h) and 6(c-h) illustrate the
aforementioned observations well.

B Experimental Details

B.1 StereoSet

# Gender # Race # Religion
Strain 617 2,307 210
Sdev 70 297 25
Stest 253 962 77

Table 5: The numbers of samples about different bias in
our dataset.

B.2 Settings

We use four pre-trained language models in our
experiments from HuggingFace (Wolf et al., 2019),
including GPT2-medium®, Gemma-2B’, Mistral-
7B-v0.38, and Llama3-8B°. For each training, we
use one A800 80GB GPU and grid search among
[8, 16, 64] batch sizes for batch editing. The A is
determined by grid searching in {1.0, 2.0, 3.0, 4.0,
5.0}.

B.3 Baselines

CDA (Counterfactual Data Augmentation)
(Zmigrod et al., 2019; Barikeri et al., 2021) re-
trains a pre-trained language model. It generates

6https://huggingface.co/openai—community/
gpt2-medium

7https://huggingface.co/google/gemma—Zb

8https://huggingface.co/mistralai/
Mistral-7B-v@.3

9https://huggingface.co/meta—llama/
Meta-Llama-3-8B

and incorporates data representing what could have
happened under different conditions. By altering
aspects of data related to biased attributes, such as
changing gender or race in a dataset, a counterfac-
tual data set is created to create a more balanced
training environment for models.

SentenceDebias (Liang et al., 2020) first esti-
mates the demographic bias subspace by encod-
ing sentences containing bias attribute words or
their counterfactuals into sentence representations
and using principle component analysis (Abdi and
Williams, 2010) to define the bias subspace as the
first K principle components, and then debiases
sentence representations by subtracting their pro-
jection onto the bias subspace.

Self-Debias (Schick et al., 2021) first prompts a
model to generate toxic text, such as encouraging
a model to discriminate based on gender. Then,
the model can generate a non-discriminative con-
tinuation, during which the probabilities of tokens
that were prominent in the toxic generation are
deliberately scaled down.

INLP (Ravfogel et al., 2020) introduces Itera-
tive Null-space Projection (INLP), a method that
reduces bias in word embeddings by iteratively pro-
jecting them onto the null space of bias terms using
a linear classifier. This method constructs a projec-
tion matrix to project input onto the null space of
the linear classifier, continuously updating both the
classifier and the projection matrix.

B.4 Training for one bias type vs. a mixture of
multiple bias types

Our goal is to efficiently deal with various types
of bias in one training. We need to know if there
is a debiasing performance drop if we don’t deal
with each bias type one by one. Therefore, we
try to train editor networks with samples of one
bias type and samples of a mixture of three bias
types, respectively. Table 7 shows the comparison.
The results indicate that training with a mixture
of bias-type data is comparable with one bias-type
data, indicating BIASEDIT ’s capability to deal
with multiple types of bias simultaneously.

B.5 Evaluation on Crows-Pairs

We also use Crows-Pairs (Nangia et al., 2020) to
evaluate the debiasing generality of BIASEDIT.
Crows-Pairs is a Crowdsourced Stereotype Pairs
benchmark covering nine types of bias. We use
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GPT2-medium Gemma-2b

Method Gender Race Religion Gender Race Religion
Pre-edit 61.46  59.57 73.33 63.54 6454  66.67
CDA 51.04  44.68 66.67 -
SentenceDebias  56.33  55.48 53.14 60.42 6099  61.29
Self-Debias 50.00 59.57 53.33 56.25 4326  56.25
INLP 4792 5281 61.29 63.57 6099  63.33
EditBias 53.08 50.35 53.12 52.81 49.83 53.17

Mistral-7B-v0.3 Llama3-8B

Method Gender Race Religion Gender Race Religion
Pre-edit 65.62  68.09 70.00 62.50 6241  73.33
CDA -

SentenceDebias  61.46  66.67 70.00 60.42 6149  62.50
Self-Debias 41.67 41.89  40.00 4479  47.52 46.67
INLP 59.38  68.79 68.75 56.25 63.83  70.00
EditBias 49.65 4894 53.24 5239 50.17 5494

Table 6: Stereotype Score (%) for evaluating the baselines and BIASEDIT on Crows-Pairs.

GPT2-medium Gemma-2b
BiasType One Mixture One Mixture
SS (%) ALMS (%) SS (%) ALMS (%) SS (%) ALMS (%) SS (%) ALMS (%)
Gender 49.81 -1.22 49.42 -8.82 47.71 -5.36 48.59 -4.78
Race 55.27 -5.57 56.34 -5.12 54.88 -2.39 55.86 -4.35
Religion  49.64 -6.94 53.55 -1.92 50.42 -8.53 47.36 -5.44
Mistral-7B-v0.3 Llama3-8B
BiasType One Mixture One Mixture
SS (%) ALMS (%) SS (%) ALMS (%) SS(%) ALMS (%) SS (%) ALMS (%)
Gender 48.96 -10.55 46.24 -8.81 50.00 -10.98 49.18 -13.42
Race 53.32 -6.25 51.46 -8.59 46.28 -20.84 53.51 -11.77
Religion  52.15 =172 50.42 -0.03 50.42 -8.56 51.13 -10.02

Table 7: Training editor networks with data for one type of bias vs. mixed types of bias.
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262 gender samples, 516 race samples, and 105
religion samples. In each sample, there are two
sentences: a more stereotyped sentence and a less
stereotyped one, which are regarded as Zgereo and
Zanti respectively. SS for the baselines and BI-
ASEDITon Crows-Pairs are shown in Table 6.

C Gender Counterfactual Test Set

We utilize the method mentioned in Appendix A.2
to extract gender attribute words in gender bias
samples. These gender attribute words are reversed
into their counterfacts. Then the labels “stereotype”
and “anti-stereotype” are exchanged for each sen-
tence. For instance, after reverse, the stereotyped
context in Figure 2 is “Boys tend to be more deter-
mined than girls.” and the anti-stereotyped context
is “Boys tend to be more soft than girls.”.

184



