NusaDialogue: Dialogue Summarization and Generation for
Underrepresented and Extremely Low-Resource Languages

Ayu Purwarianti*>® Dea Adhista*' Agung Baptiso*!
Miftahul Mahfuzh*! Yusrina Sabila*’ Aulia Adila*®
Samuel Cahyawijaya*>®” Alham Fikri Aji**%7"

Prosa.ai %ITB

SHKUST “MBZUAI °JAIST SSEACrowd ‘IndoNLP

ayu@informatika.org; dea.adhista@prosa.ai; agung.sorlawan@prosa.ai;
miftahul.mahfuzh@prosa.ai; yusrina.sabila@prosa.ai; adila@jaist.ac. jp;
samuelcahyawijaya@cohere.com® alham.fikri@mbzuai.ac.ae

Abstract

Developing dialogue summarization for ex-
tremely low-resource languages is a chal-
lenging task. We introduce NusaDialogue,
a dialogue summarization dataset for three
underrepresented languages in the Malayo-
Polynesian language family: Minangkabau,
Balinese, and Buginese. NusaDialogue cov-
ers 17 topics and 185 subtopics, with annota-
tions provided by 73 native speakers. Addi-
tionally, we conducted experiments using fine-
tuning on medium-sized Indonesian-specific
language models (LMs), as well as zero- and
few-shot learning on various multilingual large
language models (LLMs). The results indi-
cate that, for extremely low-resource languages
such as Minangkabau, Balinese, and Bugi-
nese, the fine-tuning approach yields signifi-
cantly higher performance compared to zero-
and few-shot prompting, even when applied
to LLMs with considerably larger parame-
ter sizes. We publicly release the NusaDia-
logue dataset in https://huggingface.co/
datasets/prosa-text/nusa-dialogue un-
der CC-BY-SA 4.0 license.

1 Introduction

Large language models (LLMs) have brought re-
markable progress in language processing technol-
ogy attaining a high-quality language understand-
ing and generation capability (Workshop et al.,
2023; Muennighoft et al., 2023; Bang et al., 2023;
OpenAl et al., 2024; Cahyawijaya et al., 2024b;
Ustiin et al., 2024; Aryabumi et al., 2024). Nonethe-
less, the generalization toward low-resource lan-
guages is still lacking causing a huge disparity in
the applicability and accessibility of LLMs in nu-
merous underrepresented languages such as lan-
guages spoken in Africa (Adelani et al., 2022,
2023; Muhammad et al., 2023; Adelani et al., 2024;
Winata et al., 2024), and South-East Asia (Cahyawi-

82

jayaetal., 2023b; Yong et al., 2023b; Lovenia et al.,
2024; Singh et al., 2024; Cahyawijaya et al., 2024c;
Winata et al., 2024; Urailertprasert et al., 2024;
Romero et al., 2024). Various efforts provide solu-
tions to this problem by developing novel resources
on these underrepresented languages (Adilazuarda
et al., 2022; Yong et al., 2023a; Cahyawijaya et al.,
2023d, 2024a; Adilazuarda et al., 2024).

Despite the incredible progress, most works fo-
cus on machine translation and simple language
understanding tasks, such as sentiment analysis
and topic classification. More complex tasks such
as open-domain dialogue, task-oriented dialogue,
and dialogue summarization, are still left behind
for these underrepresented languages. The task cov-
erage limitation leads to a poor evaluation suite for
assessing the capability of LLMs in these under-
represented languages. Moreover, most datasets
on these underrepresented languages are devel-
oped through translating text from other higher-
resource languages resulting in a translationese
corpus (Winata et al., 2023; Cahyawijaya et al.,
2023c; Cahyawijaya, 2024) which is not ideal for
representing these underrepresented languages.

In this work, we develop NusaDialogue, the
first dialogue summarization dataset covering 3
underrepresented languages under the Malayo-
Polynesian languages group, i.e., Minangkabau
(min), Balinese (ban), and Buginese (bug). Nu-
saDialogue is a human-annotated colloquial-styled
dialogue summarization dataset covering 17 top-
ics and 185 subtopics. The colloquial and non-
translationese annotation nature of NusaDialogue
makes it suitable for representing the actual day-to-
day use of these underrepresented languages. We
ensure that the dataset is annotated by a balanced
number of male and female annotators to make the
dataset represent a more balanced demography.

We further analyze the annotator bias based on
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the choice of topics and the gender of speakers
within a conversation and find out that, despite
being regionally diverse, the gender bias in the
languages contains huge similarities. This show-
cases that gender bias is not only affected by local
cultural values but also by broader values such as
shared geopolitical and historical values. Addition-
ally, when comparing with prior work on bias in
high-resource languages such as English (Caliskan
et al., 2017; Guo and Caliskan, 2021; Orgad et al.,
2022; Sant et al., 2024; Stewart and Mihalcea,
2024), despite having a smaller correlation, we
still find numerous amount of similarities. This
showcases the potential of extracting a different
scope of bias, i.e., regional, national, or global, by
analyzing the bias behavior of multilingual corpora.
We summarize our contribution in four-fold:

* We introduce NusaDialogue, the first dialogue
summarization datasets for three underrepre-
sented and extremely low-resource languages,
which is a suitable resource for the evaluation
of language understanding and generation ca-
pabilities in these languages.

* We are the first to conduct a gender bias anal-
ysis on these languages and find out that, de-
spite having no gendered pronoun or other
masculine-feminine word variation, bias in
terms of gender can still be perceived in
annotation-level, i.e., the gender of the an-
notator, and topic-level, i.e., the gender of the
individual named entities in the text.

* We introduce the potential of NusaDialogue
for training and benchmarking the under-
standing and generation capability of LLMs
on three extremely low-resource languages
through a dialogue summarization task.

* We develop the first gender bias analysis
of LLMs in three extremely low-resource
languages. In addition, we showcase a
simple augmentation method through name-
swapping which effectively reduces the gen-
der bias of LMs in these languages.

2 Related Work

NLP Resources for Underrepresented Lan-
guages Most research works in today’s NLP
technology are culturally Anglocentric with En-
glish as the main language (S@gaard, 2022; Talat
et al., 2022). While many languages, such as thou-
sands of Austronesian languages, remain under-
represented and are over-dominated by other few
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high-resource languages. Prior works (Cahyaw-
ijaya et al., 2023b; Kakwani et al., 2020; Koto
et al., 2020; Koto and Koto, 2020; Wilie et al.,
2020; Adelani et al., 2021; Cahyawijaya et al.,
2021; Ebrahimi et al., 2022; Park et al., 2021; Ku-
mar et al., 2022; Winata et al., 2023; Adilazuarda
et al., 2022; Ogundepo et al., 2023; Kabra et al.,
2023; Song et al., 2023) have developed corpora for
these languages mainly through document transla-
tion (Winata et al., 2023) and online scraping (Koto
et al., 2021, 2022). Although such data collection
methods could be effective in high-resource lan-
guages, applying the methods in underrepresented
languages requires further investigation.

NLP Evaluations for Underrepresented Lan-
guages The rapid development of language tech-
nologies has enhanced accessibility across diverse
linguistic communities, enabling various language
understanding and generation capabilities. The
evaluation processes for assessing the performance
and effectiveness of these technologies to address
the unique challenges posed by target languages
(Aji et al., 2022; Khanuja et al., 2023; Lai et al.,
2023; Cahyawijaya, 2024) has also been refined.
These evaluation has also gone beyond language
modality alone, but also extending to multimodal-
ity (Lovenia et al., 2024; Winata et al., 2024;
Romero et al., 2024; Urailertprasert et al., 2024).

3 NusaDialogue Corpus

3.1 Corpus Coverage
3.1.1 Languages

NusaDialogue covers three extremely low-resource
languages under the Austronesian language fam-
ily that is spoken in Indonesia, i.e., Minangk-
abau (min), Balinese (ban), and Buginese (bug).
All these languages are not covered in most
multilingual pre-training and instruction-tuning
corpora such as mC4 (Xue et al, 2021),
ROOTS (Laurengon et al., 2023), XP3 (Muen-
nighoff et al., 2023), PaLM (Chowdhery et al.,
2022), PaLM2 (Anil et al., 2023), XGLM (Lin
et al., 2022) etc; and in various off-the-shelf
language identification models such as LangDe-
tect (Nakatani, 2011), langid.py (Lui and Baldwin,
2012), CLD?2 (Sites, 2013), FastText LID (Joulin
et al., 2017), and CLD3 (Salcianu et al., 2020). A
handful amount of data on these languages is cov-
ered in Wikipedia and recent works focusing on
Indonesian local languages (Winata et al., 2023;



Language | Dialects

Balinese Badung, Bali, Bali Aga, Bangli,
Buleleng, Dataran, Denpasar, Gian-
yar, Karangasem, Klungkung, Sin-
garaja, Tabanan

Barru, Bone, Bugis, Bulukumba,
Magai lo, Makassar, Maros,
Pangkep, Pinrang, Sengkang,
Sidenreng Rappang, Sinjai, Sop-
peng, Wajo

Agam, Bukittinggi, Minangkabau,
Padang, Padang Panjang, Pariaman,
Pasaman, Payakumbuh, Sijunjung,
Tanah Datar

Buginese

Minangkabau

Table 1: The dialect coverage of all annotators for each
language under study in NusaDialogue.

Cahyawijaya et al., 2023a,c).

Minangkabau (min), primarily spoken in West
Sumatra and other Sumatra Island provinces like
Bengkulu and Riau, is classified as Malay but lacks
mutual intelligibility with Indonesian. Expressed
in the Latin script, it adheres to an SVO word or-
der. Standard Minangkabau exhibits an Indonesian-
type voice, while colloquial Minangkabau is char-
acterized as a Sundic-type system (Crouch, 2009).
Balinese (ban), spoken mainly in Bali and West
Nusa Tenggara provinces, features Highland Bali-
nese, Lowland Balinese, and Nusa Penida dialects.
Despite having its own script, it is predominantly
written in Latin, maintaining an SVO order, lack-
ing tonality, and comprising 17 consonants and 6
vowels. Stress is on the penultimate syllable, and it
employs an ’active’ or ’split-S’ verb affixation sys-
tem (Arka, 2003). Buginese (bug), spoken in South
Sulawesi, Southeast Sulawesi, Central Sulawesi,
and West Sulawesi, adheres to SVO word order,
using verb affixes for person marking. Lacking
tonality, it consists of 19 consonants and 6 vow-
els, historically using the Buginese script but now
predominantly using the Latin script (Eberhard
et al., 2021). Buginese features three forms for the
pronoun 'I’: ’iyya,’ ’-ka,” and ’u-.’ Politeness in
Buginese is conveyed through sentence patterns,
pronouns, and specific terms (Weda, 2016).

3.1.2 Tasks

NusaDialogue supports two distinct tasks aimed at
advancing natural language processing capabilities
across underrepresented languages. The first task
is Abstractive Dialogue Summarization, inspired
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by the work of Goo and Chen (2018). This task fo-
cuses on generating concise summaries from given
conversations, providing a valuable tool for sum-
marizing multi-party discussions, including meet-
ings. NusaDialogue expands on existing efforts
in abstractive dialogue summarization by incorpo-
rating three underrepresented languages. Notably,
the dataset maintains cultural relevance through a
meticulous manual annotation process carried out
by native speakers of each language.

The second task within NusaDialogue is the
Open-domain Dialogue System, building upon the
foundational work of Sordoni et al. (2015). In
this task, the objective is to generate appropriate
responses based on the context provided by the di-
alogue history. NusaDialogue extends the scope
of open-domain dialogue systems to three under-
represented languages, differentiating itself from
other multilingual datasets such as XPersona (Lin
et al., 2021) by avoiding translation in the annota-
tion process. This ensures that the content remains
culturally relevant to each language without com-
promising linguistic nuances.

3.2 Corpus Collection

3.2.1 Annotator Selection

We conduct corpus construction through human
annotation by expert annotators. All expert annota-
tors are native speakers of each target language who
have gone through a selection process. In the pro-
cess of developing data in a local language, a com-
petent and experienced team in the required local
language is certainly needed. Annotators play a cru-
cial role in compiling high-quality local language
data. Therefore, strict qualifications are required
for the candidate annotators who will be recruited.
The qualifications include educational background
and experience related to language. Annotator can-
didates must have good knowledge of the language
and the sentence structure of the local language
they are proficient in, assessed through a selection
process involving two tasks: 1) translating several
Indonesian sentences into local languages, and 2)
writing a paragraph in their local language for spe-
cific topics. Additionally, annotators are expected
to have resilience in working with a large amount
of data, so commitment from annotators is also
required.

The recruitment process has successfully gath-
ered a total of 462 annotator candidates for 3 dif-
ferent languages. There are 88 candidates for the



Language ‘ #Data ‘ #Word ‘ #Train ‘ #Valid ‘ #Test

Balinese 10255 | 3.63M | 8205 1025 | 1025
Buginese 10277 | 3.68M | 8220 1028 | 1028
Minangkabau | 10355 | 3.70M | 8283 1036 | 1036

Table 2: Statistics of the NusaDialogue corpus.

Balinese language, 174 candidates for the Buginese
language, and 200 candidates for the Minangkabau
language. Out of a total of 462 applicants, there
are 118 candidates, or approximately 25%, who
were eligible to participate in the annotation pro-
cess. Out of that number, only 73 people perse-
vered until the annotation process was completed,
while the rest withdrew from the project midway
through. The distribution of dialect diversity from
the annotators is shown in Table 1.

3.2.2 Annotation Process

Our goal is to collect a diverse set of dialogue-
paragraph data that has a large coverage of lexi-
cal variations for covering all the languages under
study. To maximize the diversity, we first define
a wide coverage of topics and subtopics for the
dialogue-paragraph annotation. In total we cover
17 topics ranging from general day-to-day conver-
sation such as hobbies, activities, leisure, food and
beverages, etc; while also covering a more domain-
specific conversation such as history, politics, elec-
tronics, science, etc. We further break each topic
into multiple subtopics, resulting in a total of 185
subtopics. We list all the topics and subtopics cov-
ered in the NusaDialogue corpus in Appendix A.
We conduct dialogue-paragraph writing by in-
structing the annotators to write a pair of 200-word
dialogue and 100-word paragraphs given a cer-
tain topic. In paragraph writing, we also define
the types of paragraph development from the start.
There are 5 types of paragraphs that annotators
must develop; (1) description, (2) narration, (3)
exposition, (4) argumentation, and (5) persuasion.
Determining this type of paragraph development
also aims to maximize variations in the use of dic-
tion in the corpus. To ensure a high-quality and
standardized dialogue-paragraph annotation, we
provide a specific guideline during the annotation
process. The detailed criteria for writing dialogue-
paragraph data are shown in Appendix B.
Throughout the data creation process, we held
biweekly meeting evaluation with all annotators.
In every meeting, we provide a personal evaluation
regarding the data created. The meeting also be-
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comes a forum for annotators to convey issues or
constraints during the data creation process (apart
from through written documentation that can be
accessed together). At its essence, this meeting is
aimed at maximizing the quality of the data created
and minimizing errors that may occur.

During the annotation process, quality assurance
(QA) is also performed with additional human an-
notators to ensure the data quality. We conduct QA
to ensure the data correctness through automatic
and manual human validation. The first step taken
in the QA process is to check data duplication au-
tomatically. Checks were carried out to look for
similarities by comparing the string distance be-
tween two data points divided by the length of the
longest sentences. This yields a similarity informa-
tion in a range of [0. .. 1]. All data with similarity
score >0.3 were revised by the annotator.

Human validation is carried out to ensure the
completeness of the data worksheet components
being worked on. Things that are also ensured in
this process are the suitability of the data to the
topic and subtopic, the similarity of dialogue and
paragraph information, the suitability of the type of
paragraph being developed, and the rules for good
and correct writing. Based on the QA results of the
entire data, it is known that less than 10 percent
of the data from each corpus needs to undergo
revision. The errors that occur vary, from minor
errors such as writing errors or missing filling in the
worksheet completeness column, to major errors
such as the use of Indonesian in the data which still
dominates and data duplication.

3.3 Corpus Statistics

We initially aimed to collect 10,000 pairs of
dialogue-paragraph, with a total of 3 million words
for each language. At the end of the annotation,
we collected a slightly larger amount of data that
exceeded the initial target, reaching 10,255, 10,277,
and 10,355 dialogue-paragraph data for Balinese,
Buginese, and Minangkabau, respectively. We then
split the data into training, validation, and test sets.
The detailed quantity of the NusaDialogue corpus
is shown in Table 2.

3.4 Gender Bias on Languages with
Non-Gendered Pronouns

To combat the prevalent issue of dataset bias
against different genders, we take special care
to conduct our annotation process in a gender-
balanced manner, striving for an equally distributed



Topic per Annotators Gender

Il Male Annotator
Female Annotator

Leisures

Traditional Games
Hobbies
Transportations
Food And Beverages
Electronics

Sports
Activities
Science
Politics
Religion
History
Cultures

Occupation
Social Media
And Application
News

Emotion %

0% 20% 40% 60%

80% 100%

Figure 1: Topic distribution per annotator gender for
male and female annotators.

representation of genders. Even with these mea-
sures in place, we have identified that biases still
exist across various topics. This issue of bias in
the languages being studied has yet to be suffi-
ciently addressed, making our analysis of these
biases all the more crucial to ensuring equitable
and non-discriminatory practices in future research.
These findings are visualized in Figure 1, which
illustrates the topic distribution per annotator gen-
der. The result suggests that there are different ten-
dencies of topic choice between male and female
annotators, where male annotators tend to write
more dialogue-summarization data on topics such
as social media and application, news, and emo-
tion, while female annotators tend to write more
dialogue-summarization data on topics such as
leisures, traditional games, and hobbies. There-
fore, it is evident that addressing these biases in
future research involving genders is paramount to
ensuring equitable representation and avoidance of
discrimination. By understanding annotator biases
in NusaDialogue, future research can improve the
quality and applicability of language models for
these languages by considering the role of annota-
tor biases into account.

Given that NusaDialogue consists of a dialogue
between two people, we further analyze the choice
of actor for each annotator’s gender. The distri-
bution of the gender choice of the actors for each
annotator’s gender is shown in Figure 2. The re-
sult suggests that there is a tendency for annota-
tors to select actors of the same gender on most
topics. This phenomenon varies in degree and is
topic-dependent. For example, male annotators
tend to use female actors when discussing trans-
portation and religion, then switch to using male
actors when the topics of discussion move to his-
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tory and leisure. There is also a discrepancy in
that female annotators tend to use male actors when
discussing traditional games and sports, and then
switch to using female actors when the topics of
conversation involve food and beverages or emo-
tions. Overall, the data indicates that while there is
a tendency to select actors of the same gender, but
the tendency varies across different topics.

4 Experiment Settings
4.1 Models

For finetuning experiment, we use In-
doNLU’s (Cahyawijaya et al., 2021) IndoBART
and IndoGPT, and mT5-Large (Xue et al., 2021).
IndoBART and IndoGPT are language models
specifically designed for Indonesian, pre-trained
on a dataset comprising 25 GB of text. They
utilize the architectures and pre-training objectives
of BART (Lewis et al., 2019) and GPT (Brown
et al., 2020) respectively. Additionally, mT5
is a multilingual TS model (Raffel et al., 2020)
pre-trained on a new Common Crawl-based dataset
covering 101 languages.

In terms of their architectural design, BART,
GPT, and mTS5 exhibit distinct characteristics that
make them uniquely suited for a range of natu-
ral language processing tasks. BART adopts an
encoder-decoder structure where the encoder pro-
cesses the input text and the decoder generates the
output. This bidirectional nature of the encoder
allows for a deep understanding of context, mak-
ing BART particularly effective for tasks requiring
text reconstruction and comprehension. In contrast,
GPT, built on a decoder-only architecture, excels
in generative tasks, leveraging its unidirectional
training to predict subsequent text sequences effec-
tively. mT5, as a multilingual extension of the T5
model, also uses an encoder-decoder framework,
but it stands out for its text-to-text approach. This
approach reframes all tasks as a conversion from
one form of text to another, offering unparalleled
flexibility in handling a wide variety of language
tasks across multiple languages.

For prompting experiment, we use Llama-
2’s (Touvron et al., 2023) 13b and 7b variants,
Merak-7B-v1 (Ichsan, 2023), Mistral-7B (Jiang
et al., 2023) variants, Wizard-Vicuna-13B (Hart-
ford, 2023), bloom-7b1 (Workshop et al., 2023),
bloomz-7b1-mt (Muennighoff et al., 2023), gpt-
3.5-turbo (OpenAl, 2023), zephyr-7b-alpha (Team,
2023a) and zephyr-7b-beta (Team, 2023b).
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Female Annotator | Topic per Actor Gender
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Figure 2: Topic Distribution per actors gender for (left) male and (right) female annotators

Lang ‘ Prompt

Id | Simpulkan dialog berikut kedalam 1 paragraf
Id Gabungkan obrolan di bawah menjadi satu paragraf
En | Summarize the following dialogue into one paragraph

Table 3: The prompts used within our experiments.

4.2 Training and Inference Strategies

Fine-tuned Models In the experiments, we em-
ployed Monolingual and Cross-Lingual Training.
The Cross-lingual was trained with leave-one-
language-out (LOLO) fine-tuning strategy. In the
monolingual training setting, each of the three lan-
guages in the NusaDialogue corpus (Balinese, Bug-
inese, Minangkabau) is treated as a separate entity.
The model is trained and evaluated on the same
language. This approach allows for a focused un-
derstanding of the nuances and idiosyncrasies of
each language. This method can highlight the ef-
fectiveness of the models (IndoGPT, IndoBART,
and mT5-large) in understanding and generating
summaries specific to each language. It can reveal
the strengths or weaknesses in dealing with the lin-
guistic features inherent to each language. In the
leave-one-language-out (LOLO) setting, the LM is
trained in two of the three languages and tested in
the unseen language. This cycle is repeated such
that each language gets left out in one of the train-
ing phases. This strategy assesses the cross-lingual
transfer learning ability of the LMs. It is a stringent
test of the generalizability of LMs to apply learned
concepts across different linguistic contexts.

Prompting Models In our experiments, we en-
gaged in both zero-shot and few-shot prompting,
employing the number of few-shot samples (k) of 2.
We opted for two variations of Indonesian prompts
to assess model performance when prompted in the

Indonesian language. Given that the models were
predominantly pre-trained using English data, we
included another variation of an English prompt
(Version 2) to leverage the models’ familiarity with
the English language. This strategic choice allows
for a comparative analysis of how models respond
to prompts in both languages. The list of prompts
used in our study is shown in Table 3.

4.3 Evaluation

Dialogue-Summarization Benchmark for Under-
represented Languages We develop a dialogue-
summarization benchmark from NusaDialogue
showcasing the understanding and generation ca-
pability of existing LMs and LLMs. For smaller-
scale LMs, we conduct fine-tuning to the training
data and evaluate on the test data of NusaDialogue,
while for LLMs, we evaluate the zero-shot and few-
shot generalization capability to these languages
through zero-shot and few-shot prompting. For the
evaluation metric, we calculate 4 commonly used
summarization metrics, i.e., ROUGEI1, ROUGE?2,
ROUGEL, and ROUGELsum. We use the same
generation configuration for all models.

Gender Benchmark for Languages with Non-
gendered Pronouns We develop the first gen-
der benchmark for languages with non-gendered
pronouns using the NusaDialogue corpus. Un-
like previous gender benchmark which focuses
on gendered-pronoun languages especially En-
glish (Havaldar et al., 2023; Yong et al., 2023b),
we focus on 3 Austronesian languages, i.e., Mi-
nangkabau, Balinese, and Buginese, of which
none of them pronominal gender distinctions (An-
drew Blust, 2023; Chen and Polinsky, 2019), In this
matter, gender bias needs to be detected through
other means, such as from the honorific or name of
the person.
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min ban bug
Models R2 RL R2 RL R2 RL
Fine-tuning
IndoNLU IndoBART 0 4527 0 3438 0 41.87
IndoNLU IndoGPT 0 12.27 0 12.00 0 14.26
mT5,ge 0 21.48 0 21.06 0 28.43
Zero-shot
Llama-2-13b-chat-hf 0.59 297 0.17 284 043 227
Llama-2-7b-chat-hf 0.21 140 005 200 0.14 139
Merak-7B-v1 0.14 120 002 0.76 0.02 0.70
Mistral-7B-Instruct-v0.1  0.30 2.05 0.03 1.83 0.17 1.68
Wizard-Vicuna-13B 0.11 071 003 136 0.07 0.73
bloomz-7b1-mt 031 203 007 1.66 0.08 1.36
zephyr-7b-alpha 021 131 003 203 0.4 123
zephyr-7b-beta 034 1.84 005 191 0.11 097
gpt-3.5-turbo 399 1082 320 12.04 583 1154
Few-shot
Llama-2-13b-chat-hf 0.88 459 1.08 485 1.06 3.58
Llama-2-7b-chat-hf 029 1.84 022 225 027 179
Merak-7B-v1 0.17 1.16 0.07 098 0.10 0.90
Mistral-7B-Instruct-v0.1  0.37 3.26 0.15 140 028 143
‘Wizard-Vicuna-13B 0.00 023 0.01 036 0.00 0.06
bloomz-7b1-mt 0.15 127 0.04 092 001 034
zephyr-7b-alpha 0.24 253 051 250 0.12 1.14
zephyr-7b-beta 050 408 078 296 020 1.58
gpt-3.5-turbo 5.21 1445 878 2148 5.65 13.41

Table 4: Overall performance on all tasks in the Nusa-
Dialogue benchmark. We report the ROUGE-2 (R2)
and summarization ROUGEL (RL) for the dialogue-
summarization evaluation, and APPL for gender bias
benchmark for each language under study. The best
performances in each section are bolded, while the best
overall performance is underlined.

In our experiment, we specifically measure gen-
der bias by controlling the names of the speakers
in each of the dialogue-summarization data. We
create 3 different name lists, i.e., common male
names, common female names, and common neu-
tral names (can be both male and female), and
we compute the log probability of each dialogue-
summarization pair using the models. The higher
log probability on female/male names indicates
model biases toward the corresponding gender,
while the log probability differences between the
female and male names indicate the degree of gen-
der bias of a model. For instance, a higher dif-
ference in log probability between the female and
male names implies that the model has a higher
degree of gender bias, and a lower degree of gen-
der bias otherwise. Following Nangia et al. (2020)
and Reusens et al. (2023), we ignore the effect
of the name when computing the log probability
of the sentences to avoid the perplexity bias from
generating the corresponding name itself.
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model setting ‘ ban ‘ bug ‘ min
Monolingual | 34.38 | 41.87 | 45.27

IndoBART-VZ | 1 510 | 36.97 | 36.97 | 41.89
Monolingual | 12.00 | 14.26 | 12.27

IndoGPT LOLO 2.84 | 3.80 | 2.92
TS Monolingual | 21.06 | 28.43 | 21.48
large LOLO 15.20 | 19.83 | 18.29

Table 5: Monolingual and LOLO results of fine-tuned
models on Balinese, Buginese, and Minangkabau.

5 Result and Discussion

5.1 LMs and LLMs Capabilities on
Underrepresented Languages

LLM Benchmark for Extremely Low-Resource
Languages As shown in Table 4, the fine-tuning
model performances are much higher compared to
zero-shot and few-shot prompting models. Most
zero-shot prompting models yield very low scores,
indicating the inability of these models to under-
stand and generate extremely low-resource lan-
guages under study. Furthermore, although few-
shot can help to improve the performance, the per-
formance is still very low. In terms of open-source
LLMs, Zephyr 7B Beta (zephyr-7b-beta) yields
the best performance for the 7B parameter mod-
els, while LLaMA-2 (Llama-2-13b-chat) yields the
highest score for the 13B parameter models. Inter-
estingly, the zero-shot and few-shot performances
of ChatGPT (gpt-3.5-turbo) model are compara-
ble to the fine-tuned IndoGPT model, while it fails
to outperform both IndoBART and mT5;;.g. mod-
els. This result indicates that the IndoGPT model
is not as well-trained as the other fine-tuned mod-
els, while ChatGPT, despite its extremely large
scale and closed-source nature, shows a strong and
promising prompting capability as an alternative to
fully fine-tuned models.

Limited Cross-Lingual Capability We also ex-
plore the cross-lingual capability in the languages
under study by conducting leave-one-language-out
(LOLO) experiments. As shown in Table 5, the
cross-lingual performance of all LMs is still much
lower compared to the monolingual counterpart,
which is especially harmful to Buginese. These
results showcase the limited linguistic transferabil-
ity from Balinese and Minangkabau to Buginese,
which aligns with the findings in NusaX (Winata
et al., 2023) and InstructAlign (Cahyawijaya et al.,
2023d). This also suggests that, despite having
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Figure 3: Perplexity score using the original data and augmented data with randomized named for IndoBart-v2 and
mT5-large models in (left) Minangkabau, (center) Balinese, (right) Buginese.

more common entities, without proper learning of
the related language, the model wouldn’t be able
to generalize toward relatively distal languages.
Interestingly, IndoBART-v2 (Cahyawijaya et al.,
2021) and mT5;4,4c (Xue et al., 2021) showcase
a smaller drop compared to IndoGPT, these two
LMs are trained on larger pretraining corpora than
IndoGPT. This suggests the effect of larger pre-
training corpora and, potentially, different model
architecture — with IndoBART-v2 and mT5;,,4
utilize the encoder-decoder architecture, while In-
doGPT utilizes the decoder-only architecture — in
maintaining the cross-linguality of the LMs.

Zero/Few-Shot Generalization of Large Lan-
guage Models We further evaluate the zero-shot
and few-shot generalization capabilities of LLMs in
the languages under study. As shown in Table 4, all
LLMs achieve a very low ROUGEL performance,
way lower compared to the worst fine-tuned LMs
(IndoGPT) which achieve 12.27, 12.00, and 14.26
ROUGEL scores on Minangkabau, Balinese, and
Buginese, respectively. While gpt-3.5-turbo can
outcompete this performance, but it is nowhere
near the best fine-tuned LMs, i.e., IndoBART-v2,
with ~35-45 ROUGEL scores on all the languages
under study. This result signifies that LLMs are
unable to perform dialogue summarization in these
languages. This limitation occurs due to the lack
of out-of-language and out-of-task generalization
ability of the LLMs where neither of them has
never seen both the dialogue summarization task
during instruction-tuning and the languages un-
der study during both pre-training and instruction-
tuning. Furthermore, even with few-shot in-context
learning, the dialogue summarization performance
does not increase. This showcases that despite
having a better understanding of the dialogue sum-
marization task, the limited language capability of
the languages under study still becomes the main
bottleneck of the dialogue summarization quality.

&9

5.2 Gender Name Bias in LMs and LLMs

Developing language technologies for underrepre-
sented languages carries ethical implications that
must be carefully considered. While the goal is to
empower these languages and their speakers, there
are potential biases and unintended consequences
that could arise. One key issue is the lack of di-
verse and representative data for training language
models. The limited availability of data for these
languages may lead to biased or inaccurate rep-
resentations, especially when it comes to gender.
Models trained on insufficient data may perpetu-
ate and amplify existing societal biases, such as
gender stereotypes or discrimination which poten-
tially brings inappropriate or offensive content that
can be harmful or discriminatory, particularly for
marginalized communities.

Through NusaDialogue, we take a step further
on understanding the potential ethical implications
by developing the first gender benchmark for the
languages under study. The results of our gender
benchmark are shown by the blue dots in Figure 3.
We found that both IndoBART and mT5 models
achieve low A PPL, indicating that both models
show a minimal bias in terms of name. To pro-
vide supporting evidence that the model has only
minimal bias, we introduce a simple method for
gender debiasing by swapping the actor name in
the training data. The results are shown in the yel-
low dots in Figure 3. In general, we observe no
significant difference in terms of AP PL over dif-
ferent experiments in all languages, indicating that
the original IndoBART and mT5;,,4. models have
minimal bias towards different local names in all
three languages. We conjecture that this may hap-
pen due to the limited amount of representation on
these languages.

6 Conclusion

We introduce NusaDialogue, the first high-quality
dialogue summarization corpus covering three ex-



tremely low-resource languages: Minangkabau
(min), Balinese (ban), and Buginese (bug). NusaDi-
alogue covers a diverse set of topics from general
day-to-day conversation to specific topics such as
science, history, and politics. Using NusaDialogue,
we showcase that, despite having non-gendered pro-
nouns, annotators still reflect gender bias in terms
of role and topic selection which is propagated
through person names and courtesy titles. Further-
more, we develop the first dialogue-summarization
benchmark for these languages, showcasing the in-
ability of LLLMs to generalize to these languages.
Lastly, we demonstrate a gender benchmark which
showcases that LLMs do not have name bias o the
languages under study due to the lack of represen-
tation of these languages.

Limitations

Language Coverage Due to the difficulties of
finding the suitable annotators for other languages,
we only cover three underrepresented languages
in the Malayo-Polynesian language family: Mi-
nangkabau, Balinese, and Buginese. We encourage
future work to address this limitation in future by
expanding the language coverage and collaborating
with a more diverse range of annotators.

Task Coverage Despite there is various type of
language generation tasks, in this work only fo-
cus on the dialogue summarization task. Although
prior works (Cahyawijaya et al., 2023a,c; Lovenia
et al., 2024) have also explored other tasks such as
machine translation, sentiment analysis, emotion
recognition, etc, there is still a huge gap between
language evaluation on these languages and high-
resource languages, e.g., English, Chinese, French,
etc. This highlights the need for further research to
ensure an extensive evaluation of language genera-
tion tasks for a wider range of languages.

Ethics Statement

In the process of defining topics of NusaDialogue,
several topics have the potential to cause opinion
bias among annotators. These topics are usually
related to emotions, for instance, liking or disliking
something. It should be understood that this is the
annotator’s subjectivity and has nothing to do with
the organization’s values.
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Favorite Teacher, Disliked Subject At School, Inventions, Environmental Issues,
Inventors Or Scientist

Social Media Dating Application, Learning/Educational Application, Streaming App, Editing
App, Blogging Platforms

Sports Cycling, Swimming, Yoga, Zumba, Others, Chess, Pole Dance, Badminton,
Soccer, Ballet, Motorcycle/Car Racing, Boxing, Running/Jogging

Traditional Games Cooking/House Games, Congklak, Knucklebones, Marbles, Others, Dragon
Snake, Hide And Seek, Kite, Hopscotch, Yoyo, Rubber/Rope Jump, Tamiya, Tug
Of War

Transportations Water Transportation, Land Transportation, Public Transportation Experience,

Online Transportation, Vehicle Car Tips, Air Transportation, Traditional Trans-
portation, Private Transportation Recommendation

Table 6: The list of all topics and subtopics used during the annotation process of the NusaDialogue corpus.

Dialogue Paragraph
Dialogue consists of two speakers Paragraph follows the topic of the corresponding dialogue
Each speaker has >5 conversation turns Paragraph covers all the important information in the dialogue
Dialogue focuses on a given conversation topic Paragraph follows a specified rhetoric mode
Dialogue consists of >200 words. Paragraph consists of >100 words.

Table 7: The annotation criteria for writing the dialogue-paragraph dataset in NusaDialogue.

100



