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Introduction

Welcome to RepL4NLP 2025, The 10th Workshop on Representation Learning for NLP. Co-located with
NAACL 2025, this workshop is scheduled for May 4, 2025 to be held in Albuquerque, New Mexico.

The 10th Workshop on Representation Learning for NLP (RepL4NLP) at NAACL 2025 is dedicated
to exploring linguistic information representation within computational models, a critical aspect of mo-
dern Natural Language Processing. A core focus of the workshop will be on the efficient learning of
representations, examining methods to create effective linguistic representations while minimizing com-
putational resources and optimizing training processes. Another key area of exploration is the dynamic
evolution of representations during training, seeking to understand how vector spaces change over time
and what factors influence these transformations. The workshop will also address the critical challen-
ge of evaluating existing representations, aiming to establish robust benchmarks and methodologies for
assessing their quality. A deeper understanding of the relationship between representations and model
behaviors is another central theme, investigating how representation choices impact model performance
and outcomes. Recognizing the importance of multilingual NLP, the workshop extends its scope beyond
English, encouraging the development and evaluation of representations for diverse languages and moda-
lities, including those with limited resources and multimodal datasets. By fostering collaboration among
researchers from various disciplines, the workshop aims to drive innovation and progress in the field of
linguistic representation learning.

This year, there were a total of 19 archival and non-archival submissions to the RepL4NLP workshop, of
which a total of 13 were accepted. All these works have been included in our proceedings.

In addition to poster sessions where accepted works will be presented, the Workshop also will also
host talks and a panel discussion with four invited speakers: Akari Asai, Najoung Kim, Ana Marasovic,
and Yoav Artzi.

Finally, we would like to express our gratitude to all the authors, committee members, invited speakers,

and participants for helping make this workshop possible. We would also like to gratefully acknowledge
our sponsor, Google DeepMind, for their support.
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