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Abstract

NUST Nova participates in RIRAG Shared
Task, addressing two critical challenges: Task
1 involves retrieving relevant subsections from
regulatory documents based on user queries,
while Task 2 focuses on generating concise,
contextually accurate answers using the re-
trieved information. We propose a Hybrid Re-
trieval Framework that combines graph-based
retrieval, vector-based methods, and keyword
matching (BM25) to enhance relevance and pre-
cision in regulatory QA. Using score-based
fusion and iterative refinement, the framework
retrieves the top 10 relevant passages, which
are then used by an LLM to generate accurate,
context-aware answers. After empirical eval-
uation, we also conduct an error analysis to
identify our framework’s limitations.

1 Introduction

The Regulatory Information Retrieval and Answer
Generation (RIRAG) shared task focuses on advanc-
ing Question Answering (QA) in regulatory com-
pliance. Participants develop systems to retrieve
relevant information and generate precise answers
to complex compliance queries, addressing the crit-
ical need for interpreting specialized regulatory
language in domains like legal research and policy
analysis.

Traditional Information Retrieval (IR) methods like
BM?25 (Robertson et al., 1994) excel at keyword-
based document retrieval but struggle with the nu-
anced, context-dependent language of regulatory
texts (de Andrade and Becker, 2023; Yang et al.,
2023). Vector-based retrieval, leveraging document
embeddings, shows promising results but faces
challenges with domain-specific terminology and
maintaining relevance (Monir et al., 2024; Sarmah
et al., 2024). Similarly, graph-based retrieval ex-
cels in regulatory contexts but suffers from scalabil-
ity issues and handling ambiguous or incomplete
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data (Jain et al., 2023; Technology, 2015; Sarmah
et al., 2024). These limitations underscore the need
for hybrid approaches to enhance precision and
scalability in regulatory text retrieval (Sarmah et al.,
2024).

To address the challenges of regulatory QA, we
propose a Hybrid Retrieval Framework with multi-
method scoring to enhance passage retrieval preci-
sion. The framework combines three models: (1)
Neo4j, which structures queries and passages into
a graph for initial relevance extraction, (2) BM25
for keyword matching, and (3) FAISS for ranking
passages based on semantic similarity. These mod-
els are fused through score-based fusion, refining
results by combining BM25 and FAISS outputs with
those from Neo4j. This hybrid approach ensures ac-
curate retrieval of the top 10 passages. Finally, the
Llama model generates context-aware, regulatory-
compliant answers, effectively handling domain-
specific terminology and complex relationships.

2 Hybrid Retrieval Framework

Our hybrid retrieval' system integrates knowledge-
graph and vector-based methods, combining their
strengths to enhance accuracy and relevance. A
score fusion mechanism merges relevance scores,
followed by re-ranking to produce a balanced,
high-quality ranked list. An LLM processes the
top-ranked passages for context-aware, regulatory-
compliant answers. Figure 1 illustrates this integra-
tion for efficient results.

2.1 Embeddings Generation

We use Legal BERT (LB) (Chalkidis et al., 2020) to
generate dense embeddings for regulatory informa-
tion retrieval and answer generation. LB provides
domain-specific knowledge critical for understand-
ing complex legal content as it is pre-trained on a
large corpus of legal and regulatory texts. These
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Figure 1: Hybrid Retrieval Framework: three retrieval models
work simultaneously and then results are ranked before answer
generation

embeddings, optimized for legal semantics, are
stored for vector-based retrieval using FAISS(Douze
et al., 2024) and enable efficient similarity compu-
tations.

2.2 Information Retrieval

For IR, we implement a hybrid approach that com-
bines graph-based retrieval, vector-based retrieval,
and traditional BM25.

2.2.1 Graph-Based Retrieval

We use Neo4j Graph Database (NE04J) (Technol-
ogy, 2015) to enhance the retrieval of relevant pas-
sages based on the structural relationships within
the data. We query our NEO4J database for a spe-
cific question by retrieving passages that are con-
nected to the query’s node through direct relation-
ships in the graph. Using LB, the query text is
converted into a numerical vector representation.
Relevance is determined by calculating the cosine
similarity between query and passage embeddings,
with the top-ranked passages returned based on
their similarity scores.
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2.2.2 Statistical Retrieval

The tokenized dataset is indexed using
BM25 (Robertson et al., 1994), a well-established
ranking function in information retrieval that
evaluates lexical overlap between the query and
document passages. BM25 assigns relevance scores
based on factors like term frequency, inverse
document frequency, and query term saturation,
effectively ranking passages by relevance. It ranks
document passages based on their relevance to the
query, and the top-ranked passages are retrieved
for further processing.

2.2.3 Vector-Based Retrieval

For the vector database-based approach, we first
generate high-quality vector embeddings for regula-
tory data using LB. These embeddings are indexed
with FAISS for retrieval, where dense query em-
beddings, also generated by LB, are compared to
pre-computed passage embeddings in the FAISS
index using cosine similarity. This process effi-
ciently retrieves the top-ranked passages, ensuring
semantically accurate and relevant results.

2.3 Fusion and Re-ranking

To combine the results of NEO4J and BM25+FAISS,
we use a score-based fusion approach. Initially, pas-
sages are retrieved independently by each method,
with scores assigned based on their respective re-
trieval techniques. For graph-based retrieval, sim-
ilarity scores are computed using cosine similar-
ity between the query and linked passages’ em-
beddings. BM25, a probabilistic model, calculates
document relevance based on term frequency and
inverse document frequency. In contrast, vector-
based retrieval derives scores through approximate
nearest-neighbor searches in the embedding space.
The results from the mentioned methods are
merged, eliminating duplicates and retaining the
higher similarity score for overlapping passages.
The combined passages are then re-ranked by re-
calculating their relevance using cosine similarity
between the query embedding and the passage em-
beddings, ensuring that the most relevant passages,
as identified by all retrieval methods, are ranked
highest.

2.4 Answer Generation

The last step involves generating responses using
the Llama3-70b model (LLAMA3) (Dubey et al.,
2024). Passages retrieved from the Hybrid Re-
trieval Framework are concatenated and provided



as context to LLAMA3, which generates a coherent
and accurate response tailored to the user’s query.

LLAMA3 synthesizes information from the re-
trieved passages to produce precise and contex-
tually rich output. By using its pre-trained knowl-
edge and the input passages to generate responses,
LLAMA3 maintains the nuance and formal tone re-
quired for regulatory language.

Prompt engineering is crucial in our pipeline, ensur-
ing generated responses align with regulatory obli-
gations and avoid contradictions. Clear instructions
are provided to cover all key requirements, struc-
ture responses, and align with source sentences
from retrieved passages, reducing hallucinations
and maintaining factual consistency.

Although fine-tuning is not yet implemented, fu-
ture iterations will focus on adapting LLAMA3 to
regulatory documents, enhancing its understand-
ing of domain-specific jargon, hierarchical clauses,
and inter-references. This will improve the model’s
ability to generate precise, compliant answers.

By leveraging structured prompts and relevant pas-
sages, LLAMA3 minimizes hallucinations, focusing
on the most relevant context for generating accu-
rate, high-quality responses.

3 Experiments

3.1 Dataset

We use the given ObliQA dataset which includes
three subsets: the train set contains 22,295 ques-
tions, the test set have 2,786 questions, and the
development set includes 2,888 questions. We use
the train and development sets for evaluating var-
ious models and the final evaluation is performed
on the unseen test set provided by the organizers.
A comprehensive overview of the shared task and
dataset are presented to Appendix C for brevity.

3.2 Baselines and Our Model

We consider BM25 (Gokhan et al., 2024) as our
baseline due to its good performance. The top pas-
sages are processed by GPT-4-TURBO-1106 (GPT-
4) (OpenAl, 2023) with a relevance threshold of
0.7, using a tailored prompt to generate compliance-
focused answers that integrate regulatory require-
ments. We evaluate our final model and a variation
of it: (1) NEO4J+BM25+FAISS, and (ii) BM25+FAISS.
For answer generation, we use LLAMA3 to generate
contextually accurate and coherent responses based
on the retrieved passages.
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3.3 Evaluation Metrics

We follow the standard metrics by organiz-
ers (Gokhan et al.,, 2024): MAP@10 and RE-
CALL @10 for passage retrieval, and RePaSs (Re)
for answer generation.

Model RECALL@10 MAP@10
BM25 0.76 0.62
BM25+FAISS 0.58 0.29
NEO4J+BM25+FAISS  0.79 0.74
NEO4J+BM25+FAISS  0.39 0.23

Table 1: Performance Comparison of Retrieval Models. The
last row presents the results from organizers.

4 Results

Table 1 presents the results of retrieval models
for RECALL@10 and MAP@10. The proposed
framework NEO4J+BM25+FAISS achieves the high-
est scores of RECALL@10 = 0.79 and MAP@10 =
0.74 by using Neo4;j’s graph structure for capturing
structural relationships among documents, while
BM25 and FAISS ensure precise term matching and
semantic alignment. This demonstrates the efficacy
of integrating diverse retrieval strategies to address
the complexity of regulatory texts.

The BM25 model demonstrates strong performance
with RECALL@10 = 0.76 and MAP@10 = (.62,
confirming its reliability in retrieving relevant pas-
sages in a regulatory context. Its focus on exact
term matching makes it particularly effective for
structured legal texts, though it is limited in han-
dling complex semantic relationships.

The BM25 model performs well (RECALL@10 =
0.76, MAP@10 = 0.62), excelling in regulatory
contexts with its focus on exact term matching
but struggling with semantic complexity. The
BM25+FAISS model underperforms (RECALL @ 10
=0.58, MAP@10 = 0.29), as FAISS’s semantic re-
trieval weakens precision, highlighting misalign-
ment with BM25 in domain-specific tasks.

4.1 Answer Generation Metrics

Table 2 compares the performance of two base-
line methods: BM25+GPT-4 passage-only (PO) and
BM25+GPT-4 rank fusion (RF) against two hybrid
approaches: NEO4J+BM25+FAISS+LLAMA3 and
BM25+FAISS+LLAMA3. The baselines achieve
high relevance scores (Eg = 0.77, 0.77) but de-
cline in contextual accuracy (Cg = 0.24, 0.24) and
open-ended query handling (OCg = 0.22, 0.20),
resulting in Re scores of 0.58 and 0.58. This high-



Models Es Cs OCS Re

BM25(PO)+GPT-4 0.77 024 0.22 0.58
BM25(RF)+GPT-4 0.77 024 020 0.58
BM25+FAISS+LLAMA3 031 025 0.07 0.37
NEO4J+BM25+FAISS+LLAMA3 043 0.36 0.15 0.41
NEO4J+BM25+FAISS+LLAMA3 036 031 0.11 0.39

Table 2: Comparison of Answer Generation Performance. The
last row presents the results from organizers.

lights the limitations of keyword-based retrieval for
nuanced regulatory queries.
NEO4J+BM25+FAISS+LLAMA3 shows moderate
performance (Eg =0.43, Cg =0.36, OCg =0.15,
Re =0.41). Its graph-based integration improves
semantic retrieval but struggles with open-ended
queries. BM25+FAISS+LLAMA3 underperforms,
with low relevance (Eg = 0.31), moderate contex-
tual accuracy (Cg = 0.25), and poor open-ended
query handling (OCg = 0.07), yielding a Re score
of 0.37. This highlights that vector-based retrieval
alone is inadequate for regulatory QA without struc-
tured graph-based methods.

These results show that baseline models excel in
relevance but struggle with contextual accuracy
and open-ended queries. Hybrid methods improve
structured retrieval via graph-based techniques
but require optimization to balance relevance and
adaptability for regulatory QA.

4.2 Error Analysis

We conduct an in-depth error analysis on 446 un-
seen questions to identify Hybrid Retrieval Frame-
work’s limitations in Appendix A. For this purpose,
we apply a multi-step approach to evaluate the per-
formance and quality of the responses generated by
the model.

4.2.1 Data Preprocessing

First, we process the dataset by categorizing the
questions based on whether an answer was gener-
ated or not. We split questions with empty answers
and those with generated answers into two groups.
we then preprocess data by tokenizing and filter-
ing out stopwords to ensure the format suitable for
analysis.

4.2.2 Topic Modeling

To explore further, we apply topic modeling using
Latent Dirichlet Allocation (LDA) to identify preva-
lent themes in both groups of questions. This allow
us to analyze the distribution of topics within the
questions with empty answers and with generated
answers. We evaluate these results to get insights
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Figure 3: Topic Distribution of Questions with Generated
Answers

about quality and relevance of the generated an-
swers. LDA reveals distinct patterns in topic distri-
butions illustrated in Figures 2 and 3. The details
of these topics are presented in Appendix 4.2.2.

5 Conclusion

This work presents a hybrid framework combining
vector-based, graph-based, and keyword-matching
techniques to enhance regulatory information re-
trieval and answer generation. The approach sig-
nificantly improves relevance and contextual accu-
racy, especially in handling domain-specific con-
tent. Preliminary results show improvements over
baseline methods, with promising retrieval perfor-
mance. However, answer generation results re-
quire refinement, highlighting the need for fur-
ther enhancement. Future work includes explor-
ing different LLMs or fine-tuning them for regu-
latory data and incorporating summarization tech-
niques to optimize answer generation and extend-
ing graph-based retrieval to operate on entire docu-
ments rather than individual passages.
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A Limitations

The graph-based approach in the framework faces
scalability challenges, as managing and querying
large, dynamic regulatory datasets can become
resource-intensive, leading to slower retrieval times
and higher computational costs. Additionally, the
reliance on pre-trained models like BM25, FAISS,
and Neo4j, while effective, limits adaptability to
the nuanced language of the regulatory domain, af-
fecting precision in handling domain-specific vari-
ations. Analysis of questions with empty answers
reveals the system’s strength in addressing special-
ized queries, with topics such as “adgm”, “com-
pliance”, and “regulations” highlighting its focus
on financial and regulatory concepts. However, for
broader or less specific inquiries, the system strug-
gles to maintain relevance, as indicated by topics
like “customer” and “business”. This highlights a
gap in handling ambiguous or general questions,
suggesting the need for enhanced contextual inter-
pretation to improve performance across diverse

query types.
B Training Considerations

Our framework avoids custom training, using pre-
trained retrieval techniques for efficiency. This
eliminates the need for resource-intensive model
training while maintaining strong relevance for reg-
ulatory QA tasks.

C Task and Data

The RIRAG shared task comprises two key compo-
nents: Task 1: Regulatory Information Retrieval fo-
cuses on retrieving relevant passages from complex,
domain-specific regulatory documents in response
to user queries, and Task 2: Regulatory Answer
Generation involves producing concise, accurate
answers based on the retrieved passages. Together,
these tasks aim to advance the development of mod-
els that improve the accuracy and reliability of sys-
tems addressing complex regulatory queries.

The ObliQA dataset (Gokhan et al., 2024) ad-
vances Regulatory NLP (REGNLP) by providing 40
structured regulatory documents from Abu Dhabi
Global Markets (ADGM), governing financial ser-
vices in UAE free zones. With subsections, num-
bered clauses, and cross-references, it is well-suited
for compliance applications. Converted to JSON



format, the dataset is validated using the DEBERTA-
v3-XSMALL model (He et al., 2021) across three
classes: Entailment, Contradiction, and Neutral.

D Error Analysis

Topic modeling on questions with empty answers
revealed distinct themes. Topic 1 encompassed
terms like “risk”, “person”, “authorised”, “adgm”,
and “management”, reflecting a focus on risk
and authorization processes in the ADGM con-
text. Topic 2 highlighted words such as “provide”,
“could”, “specific”, “risk”, and “requirements”, in-
dicating queries related to precise regulatory risks
and compliance criteria. Topic 3 emphasized “vir-
tual”, “assets”, “specific”, “adgm”, and “require-
ments”, underscoring questions about virtual asset
regulations. Similarly, Topic 4 involved “could”,
“requirements”, “guidance”, “risk”, and “adgm”,
pointing to inquiries about regulatory guidance.
Lastly, Topic 5 featured terms like “regulator”,
“person”, “rule”, “adgm”, and “reporting”, focusing
on reporting standards and regulatory rules. These
themes provide insights into gaps in the system’s
ability to generate answers and highlight areas for
enhancement.

Topic modeling on questions with generated an-
swers revealed five distinct themes. Topic 1 was

9

characterized by terms such as “compliance”, “re-
porting”, “virtual”, “must”, and “adgm”, indicating
a focus on regulatory compliance and mandatory
reporting requirements. Topic 2 featured terms like
“provide”, “information”, “customer”, “business”,
and “could”, suggesting queries related to customer
or business-specific information needs. Topic 3
emphasized “financial”, “risk”, “must”, “person”,
and “authorised”, highlighting themes around fi-
nancial risk and regulatory authorizations. Topic
4 included terms such as “financial”, “treatment”,
“standards”, “per”, and “could”, reflecting inquiries
about financial treatment and adherence to stan-
dards. Lastly, Topic 5 was defined by terms like
“adgm”, “risk”, “reporting”, “person”, and “regu-
lations”, focusing on risk management and regula-
tory reporting within the context of the Abu Dhabi
Global Market (ADGM). These topics collectively
provide insights into the nature of questions for

which the system successfully generated answers.
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