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Abstract

The evaluation of Large Language Mod-
els (LLMs) is one of the crucial cur-
rent challenges in the field of Natural
Language Processing (NLP) and becomes
even more challenging in the multilingual
setting. Since the majority of the commu-
nity’s benchmarks exist only in English,
test sets are now being machine trans-
lated at scale into dozens of languages.
This work explores the feasibility of that
approach, comparing a Finnish machine
translation (MT) of ARC-Challenge with
a new human translated version. Our find-
ings suggest that since absolute scores are
fairly close and model size rankings are
preserved, machine translation is adequate
in this case. Surprisingly, however, the
datasets reverse the order of base models
compared to their chat-finetuned counter-
parts.

1 Introduction and Background

Generative Large Language Models (LLMs) have
made significant progress in the past few years and
their usefulness is being explored in many appli-
cations. This exploration is occurring world-wide,
and as such there are many multilingual models
available which have been trained with data in sev-
eral languages simultaneously. However, a central
challenge in building multilingual models is that
access to quality data in languages except for the
largest ones is limited, and this challenge crucially
extends to evaluation datasets.

Our ability to train acceptably performing
LLMs in new languages has far outpaced our abil-
ities to create high-quality evaluations for those
languages, in part because training can rely on
transfer effects, where competence acquired in one
language generalises to another language to some

extent (e.g., Gogoulou et al., 2021). Constructing
new test sets in the language under consideration
allows for controlling the quality as well as cul-
tural validity of test items, but translating existing
test sets (usually in English) to a target language
involves less effort, less cost, and provides a basis
to compare results across languages.

Translating entire test suites involves consider-
able human effort, so using automatic translation
tools is an obviously attractive option. Given the
immediate need to evaluate multilingual models,
these machine translations of evaluation datasets
have started proliferating — for example, Lai et al.
(2023) automatically translate the popular bench-
marks HellaSwag (Zellers et al., 2019), MMLU
(Hendrycks et al., 2020) and ARC (Clark et al.,
2018) into 26 languages.

However, these strategies carry a certain risk of
systematic bias and introduced error into the test,
and very little work has been done to verify that
the resulting evaluations can be trusted. Besides
actual translation errors, sometimes the objectives
of the test are rendered moot by linguistic differ-
ences: for instance, tests that exploit structural
ambiguities translate poorly from an isolating lan-
guage to an agglutinative one.

This work investigates how automatically trans-
lated tests compare to manually translated tests.
We study the case of ARC-Challenge, the chal-
lenging subset of ARC, a four-way multiple-
choice task that has become a popular English
LLM benchmark. We compare the performance of
several Finnish LLMs on an automatically trans-
lated version (ARC-C-fi-MT) with a new manu-
ally translated version (ARC-C-fi-HT), which we
release publicly. We find that in this task setup,
LLMs perform comparably on the machine- and
human-translated versions, so that machine trans-
lation may actually suffice in this case. One sur-
prising caveat is that when considering model or-
derings, base models outperform their chat-tuned
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counterparts on human data, while the chat-tuned
models are stronger on machine translation data.

2 Datasets and Translation Methods

2.1 ARC-Challenge

Our investigation uses versions of ARC-
Challenge, the more challenging portion of
the ARC dataset (Clark et al., 2018), one of
the most popular evaluation datasets for LLMs.
ARC is a four-way multiple-choice Question
Answering (QA) dataset, drawn from grade-
school science questions designed for human
test takers. For example, the question “Which of
these objects is translucent?”, with choices “A
student’s notebook”, “A mirror on the bus”, “A
brick wall of the school”, “A student’s sunglass
lenses”, would have the correct answer D). The
Challenge portion of the corpus consists of only
those questions that are answered incorrectly by
an Information Retrieval (IR) system and a word
co-occurrence system1. We translate the test split,
consisting of 1172 samples.

2.2 ARC-C-fi-MT

For the machine translated version of ARC-
Challenge, we use the Finnish version released
by LumiOpen (2024a), also containing trans-
lations into twelve other European languages.
Samples were translated using the DeepL API
(DeepL, 2025a) through the DeepL Python Li-
brary (DeepL, 2025b) using default parameters.

One noteworthy limitation is that answers were
translated without the context provided by the
question. This carries the drawback that some an-
swers may have an altered meaning without the
context or may contain unresolvable ambiguities,
although in most cases answers are long enough
for correct word sense disambiguation. For ex-
ample, sample Mercury 7086520 contains the
choice “be in the same period.”, which carries a
significantly different meaning in the context of
the question “Copper and gold have similar reac-
tive properties. On the Periodic Table of the Ele-
ments, these elements are most likely to”2.

Example 1: Incorrect semantics
E: When making observations in nature, what is the best
way for students to show respect for the environment?
F1: Miten opiskelijat voivat parhaiten huolehtia
ympäristöstä ollessaan maastossa tekemässä havaintoja?
F2: Miten opiskelijat voivat parhaiten kunnioittaa
ympäristöä ollessaan maastossa tekemässä havaintoja?
Example 2: Non-idiomatic translation
E: Which action would increase the
amount of oxygen in a fish tank?
F1: Mikä toimi lisäisi hapen määrää akvaariossa?
F2: Mikä näistä lisäisi akvaariossa olevan hapen määrää?

Table 1: Examples: original English (E) initial in-
accurate translations (F1) and revisions (F2).

2.3 ARC-C-fi-HT

Human translation data was acquired from a lead-
ing translation company that specializes in Nordic
languages. The data was produced in two stages.
The first version ARC-C-fi-HTv1 underwent a
rigorous evaluation process by a native Finnish
speaker with experience in translation and local-
ization business. Surprisingly, a significant por-
tion of the initial delivery was found to be of poor
quality despite our guidelines. To improve trans-
lation quality, we provided detailed feedback and
requested revision of the complete dataset, leading
to an improved second version that we consider
the gold standard, ARC-C-fi-HT.

Our feedback process focused on various dif-
ficulties, including sentence structure, semantic
misinterpretations, and style. We ensured that cul-
tural references were accurately preserved and ad-
ditionally requested that a number of literal trans-
lations be corrected to more idiomatic Finnish ex-
pressions. Some indicative examples are found in
Table 1. In Example 1, the first attempt F1 uses the
word huolehtia, which translates to take care of.
The corrected version F2 uses kunnioittaa, a more
precise translation of to show respect. In Example
2, the inaccurate F1 translates action as toimi, a
more formal term that usually refers to actions by
organizations. The revised version F2 uses a more
idiomatic phrasing (literally which of these), with
the word for action omitted.

To ensure overall quality, we also established
standards for capitalization, punctuation, dates,
numbers, and names. The complete dataset, along

1As in sample VASoL 2009 5 30 mentioned above.
Commonsense sentences like “A student’s sunglass lenses are
translucent” are unlikely in corpora, so basic strategies are
less successful.

2DeepL chooses the translation samalla ajanjaksolla, a
different sense of period.
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with ARC-C-fi-HTv1 and an alternate normalized
version, is available here.

3 LLM Families

We evaluate three model families, Poro, Viking
and Ahma, chosen because they are effectively the
only LLM families trained especially for Finnish.
Note that although FinGPT (Luukkonen et al.,
2023) is absent, it can be viewed as a predeces-
sor of Poro, since Poro uses an extended version
of the same training data, and the models use an
identical architecture.

3.1 Poro

The Poro base model (Luukkonen et al., 2024) is
a 34 billion parameter decoder-only Transformer
that uses the BLOOM architecture (Le Scao et al.,
2023). It was trained on 1T tokens, of which
54.5% was English, 31.7% program code, 13.0%
Finnish, and 0.8% English-Finnish translation
pairs.

Poro 34B Chat (Silogen, 2024; LumiOpen,
2024b) is a version of Poro 34B trained to fol-
low instructions in both English and Finnish using
full-parameter supervised finetuning. The instruc-
tion data consists of roughly 40% English, 40%
Finnish, and 20% cross-lingual examples. Be-
cause such data is not readily available in Finnish,
Poro 34B itself was used to translate English in-
struction data into Finnish.

3.2 Viking

The Viking family of models (SiloAI, 2024) is
another open-source model family that covers
Finnish. The models are trained on 2T tokens,
which includes further Nordic languages in Dan-
ish, Icelandic, Norwegian and Swedish, along
with program code. Viking uses a similar archi-
tecture as Llama 2 (Touvron et al., 2023b). In this
work we experiment with the 7B and 13B vari-
ants, for which the finetuned versions are not yet
released.

3.3 Ahma

The Ahma model family (Tanskanen and Toiva-
nen, 2024) is the only family of LLMs pre-trained
exclusively on Finnish data. They consist of
decoder-only transformer models based on Meta’s
first Llama architecture (Touvron et al., 2023a).
We evaluate both Ahma-7B and Ahma-3B, as well
as Ahma-3B-Instruct. Note that the 7B-Instruct

Human Translation Machine Translation
1: Poro 34B .414 Poro 34B-C .391
2: Poro 34B-C .397 Poro 34B .369
3: Viking 13B .387 Viking 13B .329
4: Viking 7B .363 Ahma-7B .327
5: Ahma-7B .358 Viking 7B .326
6: Ahma-3B .324 Ahma-3B-I .310
7: Ahma-3B-I .323 Ahma-3B .307

Table 2: Model rankings for ARC-C-fi-HT and
ARC-C-fi-MT (acc norm scores).

version is not available at the time of writing.
Ahma-3B is trained for 139B tokens, while Ahma-
7B was trained for 149B tokens, on a varied col-
lection of deduplicated and detoxified Finnish text
sources.

4 Methodology

We use EleutherAI’s LM-evaluation-harness (Gao
et al., 2024) to run the evaluations. For each
of the datasets, we use the default parame-
ters of English ARC-Challenge. In particular,
we evaluate using the multiple choice
setting, with doc to text: “Question:
{{question}}\nAnswer:” and num fewshot
= 0. This means that answers are obtained
using logprobs instead of running inference. For
each possible choice, the logprob of the choice
text given doc to text is computed, and the
model’s answer is the maximum logprob choice.

We compute both acc (accuracy) and
acc norm. The latter metric computes ac-
curacy when logprobs are normalized by answer
length, so that longer answers are not deemed less
likely only due to their length. To guarantee that
results are tokenizer-agnostic, normalization is
performed using number of characters rather than,
for example, number of tokens.

5 Experimental Results and Analysis

One straightforward way of analyzing the trans-
lated datasets is through comparing absolute
scores per model. However, the datasets can also
be compared in terms of whether they preserve
the ranking between two sets of evaluated mod-
els. The model rankings (Table 2) reveal two main
effects. Firstly, the ordering between model sizes
remains effectively constant between the different
translations: clearly scores follow the expected or-
dering 34B > 13B > 7B > 3B. The Ahma and
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HT MT EN
Poro 34B-C acc norm .397 .391 .485

acc .376 .374 .452
Poro 34B acc norm .414 .369 .462

acc .361 .341 .424
Viking 13B acc norm .387 .329 .402

acc .346 .312 .359
Viking 7B acc norm .363 .326 .366

acc .308 .301 .340
Ahma-7B acc norm .358 .327 .275

acc .302 .276 .248
Ahma-3B-I acc norm .323 .310 .250

acc .290 .259 .220
Ahma-3B acc norm .324 .307 .255

acc .278 .270 .195

Table 3: Results across ARC Challenge variants
with Human Translation (HT), Machine Transla-
tion (MT) and English (EN)

Viking 7B models show similar performance on
Finnish — it is unlikely their change in ranking
between datasets is significant.

Secondly, however, for both Poro 34B and
Ahma-3B, we see a change in ordering of the
base model and chat model variants (note that for
other base models the finetuned versions are not
yet available). The base completion models rank
higher when evaluated using human translation,
while the chat models rank higher for the machine
translated version.

Table 3 shows full results on the three dataset
versions. Here we include the accuracy results
next to acc norm for completeness. A clear ini-
tial result is that across the board for every model
family, size and training method (as well as for acc
and acc norm) the absolute performance on hu-
man translated data is at least slightly higher than
on machine translated data.

Still, the size of these differences varies per
model. One result worth noting is that the
chat models perform similarly between the two
datasets in absolute terms (.397 and .391 for Poro
34B Chat; .323 and .310 for Ahma-3B-Instruct).
However, and particularly for Poro, there is a
larger difference for the base models (.414 and
.369 for Poro 34B; .324 and .307 for Ahma 3B).
Thus the chat models seem more robust across the
datasets, but at a cost to performance (.369 for
Poro 34B Base < .391 for Poro 34B Chat on the
machine translation condition).

We also find that the Poro and Viking mod-
els, trained on both English and Finnish, perform
better on the English dataset than on the Finnish
datasets. This is unsurprising given that in the
case of Poro, there were more than four times as
many English tokens in the training distribution.
The Ahma models, lacking English training data,
reach the expected performance of around 25% on
English given 4-way multiple-choice.

6 Discussion

We propose a technique to find particularly inter-
esting examples by 1) filtering for cases where the
model is correct on one dataset and incorrect on
the other and 2) sorting by the difference in log-
probs on the prediction for the correct answer. In
this way, we find samples where the difference in
translation has the greatest effect on model predic-
tion and performance.

This reveals some clear mistakes in
machine translation. For instance, in
Mercury SC 414274 the correct choice is
The Moon is covered with many craters. Here
the human translation is Kuun pinnalla on paljon
kraattereita whereas machine translation outputs
Kuu on monien kraatterien peitossa, a more literal
and less fluent translation. As a result it is only
on the human translation data that Poro-Chat-34B
manages to select the correct answer (with a
logprob of −10.2 instead of −36.0). Question
Mercury 7165218 about geology provides a
more egregious error, where the choice rift is left
untranslated as rift.

There are also cases, however, where flaws
in machine translation actually increase model
scores. In question Mercury SC 406710 about
chameleons, the choice hunt for food is translated
correctly by humans as Saalistaa ruokansa, us-
ing the verb reserved for predators, but is ma-
chine translated as metsästää ruokaa, using the
verb for human hunting3. However, perhaps since
metsästää is more common, Poro-34B-Chat cor-
rectly chooses this as the answer, whereas it fails
to do so for saalistaa. Thus the human translation
reveals the incomplete semantics of the model in
this case, while the machine translation does not.

A similar case occurs in MCAS 2014 8 6,
where Poro-34B-Chat makes the correct choice
only for the machine translated answer con-

3Note the unresolvable ambiguity for the MT model in
this case, given that it has not seen the context chameleon.
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taining the phrase tektonisten laattojen (tectonic
plates). The human translation uses the phrase
litosfäärilaattojen (lithospheric plates), which is
heavily discounted by the model at a logprob
of -73.0. Both translations are correct, but
litosfäärilaattojen is a slightly more scientific and
technical term in Finnish. tektonisten (of tecton-
ics) is perhaps more common in layman’s lan-
guage, which would explain both its generation
by the MT system and its higher logprob in the
LLM’s answer. In such cases, machine translated
evaluations assign an inflated accuracy to the mod-
els, which should be able to respond positively to
both the common and rarer scientific terms. For an
agglutinative case-based language such as Finnish,
similar cases would be possible when a human
translator chooses a more accurate but less com-
mon grammatical case.

There are many future research avenues here.
One option is to further investigate the chat and
completion model reordering. This is possibly ex-
plained by an alignment of the fine-tuning train-
ing data with machine translation data — in both
cases, models are trained using curated sentence
pairs (whereas base model pre-training data con-
sists of large chunks of text from massive corpora
that tend to be less curated). Perhaps, then, fine-
tuning a base model pulls it in the direction of
the machine translation model distribution. Future
work that compares more pairs of base and chat
models, along with extended logprob analyses of
both models types, may elucidate the picture.

Future work will also investigate the complex
set of benefits and drawbacks of human transla-
tion. Human subjectivity and inconsistencies in
judgment may introduce bias, and from a practical
standpoint manual reviews can be time-consuming
and expensive. One concrete direction is to com-
pare the gold standard to ARC-C-fi-HTv1 and ver-
sions with alternative choices of normalization.
It would also be worthwhile to explore alternate
MT solutions, especially ones in which the mod-
els have access to the question as context when
translating the answers.

7 Conclusion

Following the recent trend to machine translate
English evaluation datasets at scale, this work
compares a new human translation of ARC-
Challenge into Finnish with a machine translated
version. Our results indicate that for Finnish ARC-

Challenge, the machine translated dataset rivals
the usefulness of the HT dataset for comparative
evaluation of LLMs.

This is observed through the small absolute dif-
ferences between scores (with models perform-
ing slightly more favorably on human translations
as expected), as well as through the preserva-
tion of ordering of model sizes. One interesting
caveat is that while chat-finetuned models outper-
form base models on machine-translated evalua-
tion data, base models actually outperform their
chat-finetuned counterparts on the human trans-
lated data, warranting further investigation.

Thus although there are drawbacks to using ma-
chine translation, especially for literature or other
longer-form data, this work reveals that for com-
parative evaluation of Finnish language models on
short multiple-choice questions, MT is sufficient.
Future work can continue to reveal distributions
of evaluation data, language translation pairs and
model classes where this holds. It is clear that
the intersection of translation and LLM evaluation
provides unique challenges and opportunities that
now deserve more attention than ever.
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man Castagné, Alexandra Sasha Luccioni, François
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