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Abstract

As LLMs gain more popularity as chat-
bots and general assistants, methods
have been developed to enable LLMs to
follow instructions and align with human
preferences. These methods have found
success in the field, but their effectiveness
has not been demonstrated outside of
high-resource languages. In this work, we
discuss our experiences in post-training an
LLM for instruction-following for English
and Finnish. We use a multilingual LLM
to translate instruction and preference
datasets from English to Finnish. We
perform instruction tuning and preference
optimization in English and Finnish and
evaluate the instruction-following capa-
bilities of the model in both languages.
Our results show that with a few hundred
Finnish instruction samples we can ob-
tain competitive performance in Finnish
instruction-following. We also found
that although preference optimization in
English offers some cross-lingual bene-
fits, we obtain our best results by using
preference data from both languages.
We release our model, datasets, and
recipes under open licenses at https:
//huggingface.co/LumiOpen/
Poro-34B-chat-OpenAssistant.

1 Introduction

Foundational LLMs are language completion
models that need to be finetuned after pretrain-
ing to be able to respond to user questions and
follow instructions (Ouyang et al., 2022). This
post-training process involves supervised finetun-
ing where the model is trained to act as an assistant
by training on a dataset of prompt-response pairs.
Preference optimization further aligns the model

to human preferences such as helpfulness, harm-
lessness, and honesty (Bai et al., 2022). These
methods have resulted in LLMs becoming more
capable of answering complex questions involv-
ing reasoning, coding, math, and science (e.g.,
Dubey et al., 2024; Jiang et al., 2024; Team et al.,
2024). The effectiveness of these methods, how-
ever, have not been demonstrated for smaller and
less-resourced languages, such as Finnish.

One of the major challenges we face in post-
training in smaller languages is the scarcity of
training data. The situation is even more challeng-
ing for commercial settings as most of the datasets
available today are generated by LLMs with re-
strictive licenses. The availability of evaluation
benchmarks for chat models in small languages is
also an issue. Popular benchmarks such as MT-
Bench (Zheng et al., 2024) and IFEval (Zhou et al.,
2023) are designed for English models and have
not been adapted for use in a multilingual setting. 1

In this paper, we discuss our experiences
in post-training an LLM in Finnish and En-
glish. We use the LLM that we want to fine-
tune to machine-translate instruction and pref-
erence datasets into Finnish. We use a com-
mercial machine-translation service to translate
a widely-used instruction-following evaluation
(IFEval) benchmark into Finnish. We experi-
mented with different combinations of Finnish and
English data in instruction tuning and preference
optimization. We also experimented with differ-
ent methods to improve vanilla instruction tuning.

2 Related Work

The post-training of base LLMs, popularised in In-
structGPT (Ouyang et al., 2022), can be broadly
divided into two categories: instruction tuning
and preference optimization. Instruction tuning,

1While revising this paper, a multilingual, multi-turn IFE-
val was released (He et al., 2024), but it does not include
Finnish.
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also known as supervised finetuning (SFT), trains
a base LLM to answer questions and follow in-
structions by training on a dataset of prompt-
response pairs with a language modeling objec-
tive. Preference optimization further improves
the model’s ability to follow conversations and
teaches a model to generate responses that align
with human preferences by showing the model
samples of desirable and undesirable responses (or
a ranking of responses). Direct preference opti-
mization (DPO; Rafailov et al. (2024)) is a reward-
free preference optimization technique that opti-
mizes directly on the preference data and does not
require training a separate a reward model. It is a
popular alternative to reward-based methods such
as proximal policy optimization (PPO; Schulman
et al. (2017)) because it is less computationally ex-
pensive and achieves promising results.

Post-training LLMs in a multilingual setting
is an under-explored topic (Üstün et al., 2024;
Lai et al., 2023; Martins et al., 2024). Pre-
vious studies have experimented with monolin-
gual and multilingual instruction tuning of mul-
tilingual base LLMs (Shaham et al., 2024; Chen
et al., 2024). These studies show that monolin-
gual instruction tuning transfers some instruction-
following capability to the other languages in the
model but is dependent on the amount of multi-
lingual data that the base LLM was trained on. A
few studies have investigated multilingual prefer-
ence optimization (Lai et al., 2023; Dang et al.,
2024). Lai et al. generated synthetic preference
datasets for 26 languages and performed reward-
based preference optimization on BLOOM and
Llama 7B models. Their results show that pref-
erence optimization offers a slight improvment
over SFT. Dang et al., however, point out that
these preference-optimized models still underper-
form compared to massively multilingual LLMs
that are finetuned only with SFT.

The scarcity of instruction and preference
datasets is a major challenge in post-training
LLMs for smaller languages. Previous efforts
to assemble finetuning datasets through machine
translation, crowd-sourcing, and synthetic data
generation include (Üstün et al., 2024; Lai et al.,
2023; Dang et al., 2024). Evaluating open-
ended responses of chat models in small languages
is also a challenge. Previous studies have in-
vestigated using LLM-as-a-judge in multilingual
settings but these studies focused on standard

NLP tasks such as summarization and question-
answering (Hada et al., 2024; Ahuja et al., 2023).

3 Experimental setup

We use Poro 34B as the base LLM (Luukkonen
et al., 2024). Poro is trained on 1T tokens of En-
glish, Finnish, and code, with 129B tokens for
Finnish. We use the Transformer Reinforcement
Learning library (TRL; (von Werra et al., 2020))
for instruction tuning and preference optimization.
We finetune all of the model parameters in our ex-
periments.2

We use 32 AMD MI250X GPUs in our exper-
iments. For SFT, we use a micro batch size of 4
and a gradient accumulation step of 1, resulting in
a global batch size of 128. We use a learning rate
of 2e-5 with a warmup rate of 0.1 and finetune for
3 epochs. For DPO, we use a global batch size of
64, learning rate of 5e-7, warmup rate of 0.1, and
train for 5 epochs.

4 Datasets

SFT We use a curated version OpenAssistant 2
(OASST2; (Köpf et al., 2024)) containing the top-
ranked English conversations. This dataset has
4,692 samples.3

We translate OASST2 into Finnish using Poro
with few-shot prompting. Poro has been shown to
produce higher-quality Finnish translations com-
pared to other open MT systems (Luukkonen et al.,
2024). For this reason, we did not experiment with
translations from other open MT models and focus
our efforts on the Poro-translated dataset. We use
heuristics to clean up the translations. After post-
translation cleaning, our OASST2 Finnish data has
4,399 samples.

DPO We use the HelpSteer2 preference
dataset (Wang et al., 2024), which consists of
publicly-sourced prompts and LLM-generated
completions4. We use the helpfulness scores
included in the dataset to obtain 7,221 preference
pairs (chosen and rejected responses). We also

2We experimented with LoRA finetuning (Hu et al.,
2021), but our results indicated that full finetuning achieved
better performance.

3The curated dataset is https://huggingface.
co/datasets/sablo/oasst2_curated. The full
dataset is https://huggingface.co/datasets/
OpenAssistant/oasst2.

4We initially chose this dataset because it has a
commercially-friendly license. Recently, however, Lam-
bert et al. pointed out that HelpSteer2 includes ShareGPT
prompts which have a questionable legal provenance.
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translate this dataset into Finnish using Poro.
After post-translation cleaning, we end up with
6,037 preference pairs in our Finnish HelpSteer2
dataset.

5 Evaluation

We use the Instruction Following (IFEval) bench-
mark to evaluate instruction-following perfor-
mance (Zhou et al., 2023). IFEval has 541
prompts where a prompt contains verifiable in-
structions that can be checked with a determinis-
tic program, circumventing the need of an LLM
or human as judge. Examples of instructions in-
clude adding keywords to the response, formatting
the response in JSON, or responding in a specified
language.5

We translate the IFEval prompts into Finnish us-
ing DeepL 6. IFEval has 31 prompts that require
the response language to be in a language other
than English. We exclude these prompts for this
work due to Poro being constrained to only En-
glish and Finnish. We report the results for the
remaining 510 prompts only. IFEval reports strict
accuracy and loose accuracy where loose accuracy
accepts minor transformations in the responses.
For the sake of clarity, we report only the strict
accuracy in this work.

We run evaluations through the LM Evaluation
Harness (Gao et al., 2024). The translated IFEval
is available at https://huggingface.co/
datasets/LumiOpen/ifeval_mt.

6 Experiments

Multilingual SFT Finnish instruction data is
more difficult to obtain compared to English;
therefore, we want to investigate how the amount
of Finnish instruction data affects performance.
We construct data mixes from the English and
Finnish OASST2 datasets such that we start with
just the English data and gradually introduce
more Finnish samples into the mix starting from
10% of the Finnish data and then going up to
100%. We call these data mixes en-fi-Xpct
(i.e., the data mix with just the English sam-
ples is called en-fi-0pct while the data mix
with all the English and Finnish samples is called
en-fi-100pct). By default, we do not mask
prompts during training (i.e., we incorporate the

5See the IFEval paper for the complete list of instructions
and their descriptions.

6https://www.deepl.com/

data mix EN (%) FI (%)
Resp
lang (%)

en-fi-0pct 36.39 31.41 47.45
en-fi-10pct 39.97 32.69 90.00
en-fi-20pct 37.67 28.60 93.52
en-fi-40pct 39.20 30.90 96.27
en-fi-60pct 39.20 32.95 94.90
en-fi-80pct 38.56 33.84 96.27
en-fi-100pct 39.97 34.48 95.68

Table 1: Instruction-level accuracy on English and
Finnish IFEval of the SFT models trained on dif-
ferent data mixes. Response language refers to the
proportion of responses classified as Finnish for
the Finnish IFEval.

losses from the prompt and completion tokens).
We train SFT models on all the data mixes using
the same hyperparameters.

Improving vanilla SFT We investigate whether
we can improve SFT by adding noise to the
word embeddings in the instruction data (NEF-
Tune; Jain et al. (2024)). We also experiment
with prompt masking where the loss is calculated
only on the completion tokens. Our baseline for
these experiments is the SFT model trained on the
en-fi-100pct data mix.

Multilingual DPO We opt to use DPO for pref-
erence tuning as it has been found to fare bet-
ter in IFEval, in addition to being more stable
and requiring less compute (Dubey et al., 2024).
We tuned the β parameter of DPO with values
{0.01, 0.05, 0.1} and found β = 0.05 to be op-
timal. We experiment with using either the En-
glish or Finnish datasets and using both. As our
baseline, we use the SFT model trained on the
en-fi-100pct data mix.

7 Results and Discussion

Multilingual SFT In Table 1, we show the
instruction-level accuracy of the SFT models on
the English and Finnish IFEval. We also show the
proportion of responses to Finnish IFEval that are
in Finnish as classified by langdetect7. For
English IFEval, the performance is comparable
across the data mixes which is expected because
the different data mixes contain same number of
English samples. For Finnish, the best perfor-
mance is from the data mix with all the English

7https://pypi.org/project/langdetect/
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Figure 1: Accuracy by instruction category on En-
glish and Finnish IFEval of SFT model trained on
the en-fi-100pct data mix.

and Finnish samples (en-fi-100pct). How-
ever, compared with the data mix with just 10%
of the Finnish data (around 400 samples), the dif-
ference is less than 2 percentage points. If we
finetune using only the English data, the resulting
model can still follow Finnish instructions but less
than half of the responses are in Finnish, which is
not desirable.

For the response language, SFT models trained
on data mixes containing 20% and above of the
Finnish data have comparable rates of Finnish re-
sponses of over 93%. We reviewed the 22 re-
sponses from the en-fi-100pct model that
were classified as not Finnish. We found that 19
of them are in Finnish but mixed with other lan-
guages such as English and German. We also
found that the model tends to respond in a mixture
of English and Finnish when asked to respond in
a specific format, such as JSON or XML. This is
likely because JSON tends to be treated as code in
the instruction dataset and our translation pipeline
did not translate code blocks which sometimes in-
clude comments in English.

Figure 1 shows the accuracy by instruction cat-
egory of the en-fi-100pct model. The model
struggles most with the combination category—
this category includes combined instructions such
as giving two responses that are separated by a
given separator or repeating the prompt without
modification before giving the response proper.
The poor performance is probably because the in-
struction contains multiple steps that must be fol-
lowed in order to give a correct response. For in-
stance, if the model gives two responses but these

Model EN (%) FI (%)
Resp
lang (%)

baseline 39.97 34.48 95.68
prompt masking 39.84 32.56 96.27
NEFTune 38.05 32.69 96.47
DPO-en 43.55 36.65 94.70
DPO-fi 41.76 36.01 95.49
DPO-both 44.69 37.80 95.49

Table 2: Instruction-level accuracy on English and
Finnish IFEval English for the prompt masking,
NEFTune, and DPO experiments. The baseline
is an SFT model trained on the en-fi-100pct
data mix.

responses are numbered instead of separated by an
asterisk, the response is considered incorrect. The
model also struggles with punctuation instructions
such as avoiding the use of commas likely because
texts without commas are rare in the dataset.

Overall, the results indicate that finetuning
with a few hundred Finnish instruction samples
achieves results close to finetuning with ten times
that amount. In terms of instruction types, the
model struggles with multi-step instructions and
unusual instruction types. Previous work has
indicated that carefully curating the instruction
dataset is vital to a strong SFT model (Zhou et al.,
2024). In future, we aim for a smaller but higher-
quality data by, for instance, removing highly sim-
ilar prompts, diversifying tasks, and curating the
sources of the samples.

Prompt masking and NEFTune In Table 2 we
show the accuracy of the models trained with
prompt masking and NEFTune compared to the
baseline model.

In our experiments, models trained with NEF-
Tune fail to achieve better scores compared to
the plain vanilla SFT baseline. As noted by Jain
et al., the performance of NEFTune was found to
be dataset dependent. One key difference in our
study is that we train on a multi-turn dataset. We
leave further examination of NEFTune and other
noise augmentation techniques for future work.
We find that prompt masking does not improve
over the baseline. This result is in line with find-
ings from Shi et al. where they show that incor-
porating the loss from the prompt is beneficial for
smaller datasets such as LIMA (Zhou et al., 2024)
with 1,030 examples.
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Multilingual DPO Table 2 shows the results
from our DPO experiments compared to the SFT
model. The model optimized only on English
preference data (DPO-en) improved performance
on English IFEval by around 3 percentage points
and also showed some improvement in Finnish
IFEval. This provides further evidence that pref-
erence optimization in English benefits other lan-
guages in the model (Dang et al., 2024). The
DPO model trained only on Finnish (DPO-fi),
on the other hand, showed smaller improvements
on both English and Finnish IFEval and, in fact,
has slightly lower performance than DPO-en on
the Finnish benchmark. The model trained on
both languages (DPO-both) achieved the best
performance on both benchmarks but compared to
DPO-en, the improvements are marginal.

In terms of the response language, DPO did not
improve the Finnish response rates compared to
the SFT model. This might be because we opti-
mized the model on monolingual preference pairs
(the chosen and rejected responses are in the same
language). Improving the response language of
multilingual models through preference optimisa-
tion is an area we will explore in future work.

8 Conclusions and Future Work

In this work we share our findings from post-
training Poro 34B in English and Finnish. Due
to the scarcity of Finnish post-training datasets
we opted to machine-translate instruction and
preference datasets using Poro. To evaluate the
results of our experiments, we translate IFEval,
a widely-used instruction-following evaluation
benchmark. We experimented with using different
combinations of English and Finnish data in SFT
and found that using all available data from both
languages gave the best performance overall.
Using only 10% of the Finnish instruction data
(around 400 samples), however, still gives com-
petitive performance. We contribute to Finnish
LLM development by releasing our datasets,
recipes, and model with open licenses at https:
//huggingface.co/LumiOpen/
Poro-34B-chat-OpenAssistant.

In future we want to explore different ways
of obtaining more Finnish data by, for instance,
generating synthetic instruction and preference
datasets. We will use these synthetic datasets to
further investigate other alignment and finetuning
methods. Additionally, we are interested on de-

veloping an evaluation benchmark for open-ended
conversations in Finnish that takes cultural and lin-
guistic nuances into account.

Acknowledgments

The authors wish to acknowledge CSC – IT Cen-
ter for Science, Finland, for generous compu-
tational resources on the LUMI supercomputer.
This project has received funding from the Eu-
ropean Union’s Horizon Europe research and in-
novation programme under Grant agreement No
101070350. The contents of this publication are
the sole responsibility of its authors and do not
necessarily reflect the opinion of the European
Union.

References
Kabir Ahuja, Harshita Diddee, Rishav Hada, Milli-

cent Ochieng, Krithika Ramesh, Prachi Jain, Ak-
shay Nambi, Tanuja Ganu, Sameer Segal, Mohamed
Ahmed, et al. 2023. Mega: Multilingual evaluation
of generative ai. In Proceedings of the 2023 Con-
ference on Empirical Methods in Natural Language
Processing, pages 4232–4267.

Yuntao Bai, Saurav Kadavath, Sandipan Kundu,
Amanda Askell, Jackson Kernion, Andy Jones,
Anna Chen, Anna Goldie, Azalia Mirhoseini,
Cameron McKinnon, et al. 2022. Constitutional
ai: Harmlessness from ai feedback. arXiv preprint
arXiv:2212.08073.

Pinzhen Chen, Shaoxiong Ji, Nikolay Bogoychev, An-
drey Kutuzov, Barry Haddow, and Kenneth Heafield.
2024. Monolingual or multilingual instruction tun-
ing: Which makes a better alpaca. In The 18th Con-
ference of the European Chapter of the Association
for Computational Linguistics, pages 1–10. Associ-
ation for Computational Linguistics.

John Dang, Arash Ahmadian, Kelly Marchisio, Ju-
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