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Abstract

Cross-lingual Named Entity Recognition
(NER) leverages knowledge transfer be-
tween languages to identify and classify
named entities, making it particularly use-
ful for low-resource languages. We show
that the data-based cross-lingual transfer
method is an effective technique for cross-
lingual NER and can outperform multi-
lingual language models for low-resource
languages. This paper introduces two key
enhancements to the annotation projection
step in cross-lingual NER for low-resource
languages. First, we explore refining word
alignments using back-translation to im-
prove accuracy. Second, we present a novel
formalized projection approach of match-
ing source entities with extracted target can-
didates. Through extensive experiments on
two datasets spanning 57 languages, we
demonstrated that our approach surpasses
existing projection-based methods in low-
resource settings. These findings high-
light the robustness of projection-based
data transfer as an alternative to model-
based methods for cross-lingual named en-
tity recognition in low-resource languages.

1 Introduction

Named Entity Recognition is well-studied in Nat-
ural Language Processing (NLP), but remains a
challenge for low-resource languages due to the
lack of manual annotation (Pakhale, 2023). Of
the roughly 7,000 languages spoken worldwide,
most are low-resource, with over 2,800 endangered
(Eberhard et al., 2020). Cross-lingual approaches
present a promising solution to address the scarcity
of labelled data in these languages.

∗These authors contributed equally.
†Corresponding author.

Cross-lingual NER methods can be categorized
into model transfer and data-based transfer ap-
proaches (Garcı́a-Ferrero et al., 2022). Model
transfer approaches depend on the ability of multi-
lingual models to convey task-specific knowledge
across languages. Data-based methods automate
labelling through translation and annotation projec-
tion processes while leveraging advancements in
multi-lingual language models to enable zero-shot
cross-lingual transfer. This approach allows mod-
els trained in high-resource languages to identify
and classify named entities in other languages with-
out additional annotated data. Additionally, cat-
egorization can be done through two approaches:
translate-test, which labels original sentences in
zero-shot settings, and translate-train, which gener-
ates labelled data to train a NER model.

Here we contribute to the field of cross-lingual
NER by demonstrating the effectiveness of a data-
based cross-lingual transfer method that achieves
comparable and, in some cases, higher performance
of multilingual language models in low- and ex-
tremely low-resource language scenarios.

Our work focuses on the projection phase of
cross-lingual NER pipelines, introducing two im-
provements to projection-based methods. First, we
propose a method specifically designed to improve
word-to-word alignments. Second, we present a
novel formalized projection approach of match-
ing source entities with extracted target candidates.
The proposed methods support translate-train and
translate-test setups, achieving performance on par
with model-based cross-lingual transfer techniques
while offering greater flexibility. We evaluated our
approach using the XTREME (Ruder et al., 2023)
and MasakhaNER2 (Adelani et al., 2022) datasets
comprising 57 languages in total in translate-test
settings. The source code and the evaluation results
are provided in the GitHub repository1.

1https://github.com/Cross-Lingual-NER/Project
ion-Data-Transfer-Cross-Lingual-NER
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2 Related Work

Model transfer methods leverage the ability of
models to transfer task-specific knowledge across
languages. For example, multilingual models like
mBERT (Devlin et al., 2019) and XLM-RoBERTa
(Conneau et al., 2020) are trained on high-resource
languages and applied to low-resource languages
without modification. Torge et al. (2023) demon-
strated improved performance when models were
fine-tuned on labelled data or pre-trained on a re-
lated language. However, low-resource languages
often lack sufficient data, and transfer quality di-
minishes when applied to very different target lan-
guages.

Data-based methods employ labelled datasets,
often available in high-resource languages, to per-
form labelling tasks in the target language. They
include fully artificial data generation, like MulDA
(Liu et al., 2021), and annotation projection meth-
ods. This paper focuses on the latter, which typi-
cally involves three steps: (i) translating the origi-
nal sentence from the target (low-resource) to the
source (high-resource) language, (ii) applying a
NER model to the translated sentence, and (iii) pro-
jecting the labels back to the original sentence.
While translation and NER use established models
such as BERT (Devlin et al., 2019), many methods
have been developed for the projection step.

The first major group (Yang et al., 2022; Garcı́a-
Ferrero et al., 2023; Parekh et al., 2024; Le et al.,
2024) of projection methods is based on back-
translation, where labelled source sentences or their
parts are translated back to the target language, pre-
serving the labels. EasyProject (Chen et al., 2023)
is a translate-train method that employs the inser-
tion of special markers, specifically square brack-
ets, around source entities. The marked sentence is
then passed to the translation model, which inde-
pendently translates the entire sentence and each
source entity. Afterwards, fuzzy string matching
is used to project labels: for each substring in the
back-translated sentence surrounded by markers,
the method identifies the highest fuzzy match for
the corresponding translation of the source entity
and assigns the appropriate label.

Another type of projection method is based on
word-to-word alignments (Garcı́a-Ferrero et al.,
2022; HWA et al., 2005; Tiedemann, 2015; Fei
et al., 2020; Schäfer et al., 2022; Poncelas et al.,
2023). The general idea is to compute word-to-
word correspondence between words of a labelled

sentence in a source language and an original sen-
tence in a target language. The entity’s label is pro-
jected onto target words that align with any of the
entity’s words. Garcı́a-Ferrero et al. (2022) have
shown that using contextualized neural network-
based aligners such as SimAlign (Jalili Sabet et al.,
2020) or AWESoME (Dou and Neubig, 2021) is
significantly more beneficial than statistical align-
ment tools like FastAlign (Dyer et al., 2013), but
still can produce wrong alignments and therefore
lead to projection errors.

3 Methodology

Our proposed approach focuses on projection-
based methods that involve word-to-word align-
ments. We present two improvements (see Fig-
ure 1) to existing methods which are intended to
be useful for languages that are under-presented
in pre-trained language models. Firstly, we in-
vestigate an alternative alignment direction to ad-
dress the known issue of word-to-word alignment
quality. Secondly, we reformulate the annotation
projection task as a bipartite matching problem
between source entities and target candidates, us-
ing alignment-based matching scores to formalize
the problem and eliminate reliance on heuristics,
thereby facilitating method extension.

3.1 Alignment Direction

In projection-based pipelines, errors can arise at all
three stages, diminishing the quality of resulting la-
bels. Handling errors caused by forward translation
and source NER models can be challenging. We
aim to address projection errors caused by incorrect
alignments.

Our approach involves computing word-to-word
alignments between the original sentence and its
back-translated labelled counterpart in the target
language (i.e., target-to-target alignments see Fig-
ure 1 a). This method is motivated by the expecta-
tion that aligning words within the same language
is easier than across different languages. This is par-
ticularly relevant for low-resource target languages,
which often differ significantly from high-resource
source languages.

Preserving entities during back-translation is cru-
cial for projecting entities with the use of word
alignments between original and back-translated
sentences. To achieve this, we employed EasyPro-
ject (Chen et al., 2023) as outlined in the previous
section.
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Washington
B-LOC

is the capital of the United
B-LOC

States
I-LOC

Die Bundeshauptstadt der Vereinigten
B-LOC

Staaten
I-LOC

ist Washington
B-LOC

Washington ist die Hauptstadt der Vereinigten Staaten

Back-translated labeled sentence

Source labeled sentence

Original sentence

alignments:

(a) Compute word-to-word alignments between back-translated and origi-
nal sentences

Mark
B-PER

Twain
I-PER

was born in Florida
B-LOC

Mark Twain wurde in Florida geboren

Source (or back-translated) labeled sentence

Original sentence with extracted candidates

c11 c22

c12 c21

(b) Matching of extracted target candidates with
source entities

Figure 1: Proposed improvements to projection-based cross-lingual NER methods

3.2 Candidate Matching

The existing methods for addressing problems
caused by incorrect alignments such as split an-
notation, annotation collision and wrong projection
fully rely on heuristics (Garcı́a-Ferrero et al., 2022).
We consider that the main reason for these issues is
a lack of information about any possible entity can-
didates in the original sentence in a target language.
Instead, we propose to generate target entity candi-
dates and match source entities with candidates by
solving the weighted bipartite matching problem
with additional constraints.

Let S be a set of source entity spans and T a set
of target candidate spans. Then xpsrc,ptgt is a binary
variable which represents whether a source entity
psrc ∈ S is being projected to a target candidate
ptgt ∈ T . Then the source entity-target candidate
matching problem can be formulated as follows:





max
x

∑
psrc,ptgt∈S×T

cpsrc,ptgtxpsrc,ptgt

xp1 + xp2 ≤ 1, [itgtp1 , j
tgt
p1 ] ∩ [itgtp2 , j

tgt
p2 ] ̸= ∅∑

ptgt∈T
xpsrc,ptgt =

(≤)
1, ∀psrc ∈ S

xpsrc,ptgt ∈ {0, 1}, ∀(psrc, ptgt) ∈ S × T
(1)

where ptgt = (itgtp , jtgtp ) ∈ T is a candidate span
represented as an index of the starting and the end-
ing word, c is a score of matching. The first set of
constraints represents that it is prohibited to project
one or several different source entities to the over-
lapped candidates. The second ensures that all
source entities will be projected.

The generation of target candidates is carried out
with either N-grams- based or NER model-based
candidate extraction. The former considers all con-
tinuous word sequences as candidates, while the
latter predicts the candidate’s spans using a multi-
lingual NER model (ignoring predicted classes).

To calculate scores c from Equation 1 of match-
ing between source entities and target candidates
word-to-word alignments are being used:

cpsrc,ptgt =
apsrc,ptgt

jsrcp − isrcp + jtgtp − itgtp

(2)

where apsrc,ptgt is a number of aligned words be-
tween a source entity and a target candidate. The
motivation under this cost is to align entities and
candidates based on the count of aligned words,
considering source and target lengths to avoid
matching with candidates with a lot of nonaligned
words and handle single-word misalignments.

The complexity of the proposed problem re-
mains an open question. Notably, it is not a straight-
forward instance of the maximum weight full bi-
partite matching problem, which can be solved in
polynomial time, due to the first set of constraints
that prevents projections onto overlapping candi-
dates (i.e. some projections are mutually exclusive).
In NER model-based candidate extraction, where
no overlapping candidates exist, the problem re-
duces to a maximum weight bipartite matching.

To solve the problem in a general formulation,
we propose a greedy approximate algorithm, which
iteratively selects the projection with the maximum
non-zero matching cost, performs this projection,
and excludes all candidates that overlap with the
projected candidate as well as the projected source
entity.

The proposed concept of target candidate ex-
traction and matching is structurally similar to T-
Projection by Garcı́a-Ferrero et al. (2023), with two
key differences. T-Projection uses a fine-tuned T5
model, limiting target languages and producing can-
didates absent in the original sentence. For match-
ing, T-Projection employs NMTScore by Vamvas
and Sennrich (2022), while we use word-to-word
alignments.
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4 Experiments

We performed an intrinsic evaluation of the effi-
ciency of our approaches across a total of 57 lan-
guages using the XTREME (Hu et al., 2020) (39
languages) and MasakhaNER2 datasets (excluding
Ghomálá and Naijá languages due to limitations in
translation model support - 18 languages in total).
This evaluation encompasses the full pipeline, con-
sidering both translation and source NER model
performance.

For a comparative analysis of existing and pro-
posed approaches, we (re)implemented the afore-
mentioned projection methods according to their
original papers. In particular, we reimplemented
the heuristic word-to-word alignment-based ap-
proach outlined by Garcı́a-Ferrero et al. (2022).
We enhanced this heuristic by introducing a word
count ratio threshold of 0.8 to better handle mis-
aligned unitary words. Additionally, we reimple-
mented the EasyProject method, which performs
back-translation of labelled source sentences, using
original, fine-tuned by authors, NLLB-200-3.3B2

model. This back-translated output is then used
for annotation projection, relying on word-to-word
alignments computed between the original and la-
belled back-translated sentences in the same lan-
guage (denoted as tgt2tgt).

NLLB200-3.3B3 (Costa-jussà et al., 2022) was
employed as a translation model for all experiments.
The XLM-R-Large model4, fine-tuned on the En-
glish split of the CONLL2003 (Tjong Kim Sang
and De Meulder, 2003), served as both the source
model and for target candidate extraction, as well
as for model transfer experiments. We ignored
MISC entities predicted by this model in the first
set of experiments since this class does not ex-
ist in the MasakhaNER2 and XTREME datasets.
For computing word-to-word alignments, we used
the original implementations of SimAlign and non-
finetuned AWESoME neural aligners with the de-
fault settings (with MBERT model).

As the evaluation involved full pipelines, the re-
sulting metrics were influenced by both translation
quality and the performance of the NER models.
To ensure a fair and consistent comparison of the
proposed methods, we employed the same models
for translation and source labelling throughout all

All models are from the HF Hub
2ychenNLP/nllb-200-3.3B-easyproject
3facebook/nllb-200-3.3B
4FacebookAI/xlm-roberta-large-finetuned-conll03-

english

experiments. For tasks involving the proposed in-
teger linear programming (ILP) formulation of the
projection problem, we utilized the previously de-
scribed greedy approximation algorithm to derive
solutions.

Evaluation results for the full pipelines are given
in Table 1.

As shown in Table 1, candidate matching meth-
ods consistently deliver a strong performance. The
proposed approach involving n-gram candidates
extraction (n-gram cand.), compared to heuristics
(since n-gram does not limit a set of candidates as
NER cand. do), provide comparable or superior re-
sults while offering greater flexibility and avoiding
hyperparameter optimization.

The NER model-based extraction (NER cand.)
generally outperforms model transfer by effectively
correcting labels for correctly predicted spans, re-
sulting in greater accuracy particularly when model
transfer mislabels these spans. It also surpasses the
n-gram approach and achieves results comparable
to model transfer because of more fine-grained can-
didates.

The model transfer generally performs better
on the XTREME dataset, but candidate matching
methods surpass heuristic approaches in most of
the 36 languages, except for Bengali, Kazakh, and
Swahili. The first may happen due to the model’s
exposure to these languages or their partial repre-
sentations during pretraining, despite being fine-
tuned only on English data.

Although the average score for the
MasakhaNER2 dataset is modest, the pro-
posed method performs better than heuristics
in 10 languages and worse in 8 out of 18 total
languages. The full list can be found in the
appendix. This discrepancy may be attributed to
the simpler morphological structures in the first
group(where proposed methods perform better),
while the second group, especially languages like
Xhosa and Zulu (Maho, 1999), presents greater
morphological complexity, including noun class
systems and agreement patterns.

The proposed method with target-to-target align-
ment direction generally does not outperform the
source-to-target method, except for Japanese, due
to errors introduced during back-translation, high-
lighting a potential area for future research.

Additional experiments, described in the ap-
pendix, evaluate the performance of the projection
step independently. Table 2 shows projection per-

502

https://huggingface.co/ychenNLP/nllb-200-3.3B-easyproject
https://huggingface.co/facebook/nllb-200-3.3B
https://huggingface.co/FacebookAI/xlm-roberta-large-finetuned-conll03-english
https://huggingface.co/FacebookAI/xlm-roberta-large-finetuned-conll03-english


Approach Align. dir. XTREME MasakhaNER2
yo bn et fi avg bam twi avg

Model transfer - 32.3 37.8 67.7 72.1 50.9 43.0 46.4 52.1

Heuristic SimAlign src2tgt 32.8 36.9 56.6 59.1 41.8 49.3 71.8 66.6
tgt2tgt 20.1 34.8 39.9 50.8 34.9 44.3 5.9 42.7

Heuristic AWESoME src2tgt 33.3 38.8 56.0 58.6 41.5 49.7 74.6 67.3
tgt2tgt 15.2 34.1 40.7 50.4 34.6 43.4 3.8 42.1

n-gram cand. SimAlign src2tgt 29.7 36.5 60.9 62.5 43.3 48.9 69.5 66.4
tgt2tgt 17.5 36.4 43.4 52.5 36.4 42.5 5.2 42.4

n-gram cand. AWESoME src2tgt 28.8 36.5 60.0 61.7 42.3 48.3 70.9 66.7
tgt2tgt 16.1 35.2 43.8 52.0 35.9 41.1 3.9 42.0

NER cand. SimAlign src2tgt 52.0 38.3 58.6 61.2 46.4 55.3 69.3 63.0
tgt2tgt 34.0 30.7 43.1 53.4 39.1 46.9 8.5 44.0

NER cand. AWESoME src2tgt 50.2 38.2 58.0 60.5 45.9 55.0 69.1 62.5
tgt2tgt 27.7 30.7 42.4 52.6 38.5 46.4 6.8 43.3

Table 1: F1 scores for various full pipelines and alignment directions on XTREME (first section) and
MasakhaNER2 (second section). Heuristic SimAlign and Heuristic AWESoME are heuristic approaches,
while n-gram/NER cand. aligner name refers to the proposed candidate matching method with the
specified aligner. The first columns show the language where the proposed method outperforms the
heuristic the most, the seconds indicate where it underperforms the most, and the last columns provide the
average results across all languages. Bold values are the overall best, and underlined values indicate the
best projection-based approaches. Estonian (et) and Finnish (fi) are given as typical examples.

formance on pre-labelled Europarl parallel texts
(Agerri et al., 2018), excluding translation and
source NER labelling errors. It highlights that can-
didate matching methods yield results comparable
to or better than prior approaches. The NER-based
target candidates approach underperforms due to
imperfect spans but surpasses plain model transfer
by correcting mislabeled spans via source entity
projection.

5 Conclusion

In this study, we presented novel annotation projec-
tion methods based on word-to-word alignments
for cross-lingual NER.

The idea to compute word-to-word alignments
between the original and back-translated labelled
sentences in the same language, aimed at enhancing
the quality of these alignments, did not produce
the desired outcomes. This approach encountered
significant challenges, primarily due to errors that
occurred during the back-translation process.

In contrast, the proposed method of extracting
candidates and matching them with source entities
showed robust results. More specifically, the pro-
posed formulation generally outperformed previous
word-to-word alignment-based projection methods
that relied on heuristics to deal with incorrect align-
ments.

By using the same NER model for candidate ex-

traction as in model transfer, the proposed approach
can outperform model transfer. This is achieved
by refining the labels for correctly predicted spans
through projection from source entities.

Despite its advantages, the proposed approach
remains heavily dependent on the quality of word-
to-word alignments. However, the formulated ILP
problem incorporates these alignments into match-
ing scores that can be combined with other strate-
gies using a weighted sum.

Our findings demonstrate that the projection-
based data transfer approach can be a robust alter-
native to model-based methods for cross-lingual
named entity recognition in low-resource lan-
guages.

Future research could aim to improve candidate
extraction and explore alternative matching costs in
addition to the alignment-based one. The proposed
formulation, in contrast to heuristic approaches,
facilitates the integration of various scoring mecha-
nisms, allowing for the fusion of different scores to
effectively address the limitations associated with
each individual method.

Moreover, exploring the usage of LLMs for
the projection step in cross-lingual NER pipelines
shows potential, indicating that the development
of multilingual LLMs could help enhance the per-
formance of NER tasks across diverse languages,
especially when working with limited labelled data.
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Limitations

Translation Model Dependency: The performance
of the proposed methods relies on the quality of
the translation model used – in our case NLLB200-
3.3B (Costa-jussà et al., 2022). Limitations in trans-
lation accuracy for certain languages may prop-
agate errors through the pipeline, especially for
morphologically complex or resource-scarce lan-
guages.

NER Model Dependency: Models used for ex-
tracting candidates or labelling translated sentences
in the source language can be a source of errors.
Incorrect predictions or omissions of entities by
a model, coupled with the limited capability to
correct such errors on the projection step, can ad-
versely affect the quality of the resulting labelling
of the original sentence. In our experiments, we
rely on the XLM-R-Large model, fine-tuned on
the English split of CONLL2003, although perfor-
mance metrics may vary with different models.

Word-to-Word Alignment Model Dependency:
The matching scores in the proposed ILP formu-
lation for the projection step are computed based
on word-to-word alignments. Therefore, the qual-
ity of the projection is inherently bounded by the
quality of these alignments. In our study, we uti-
lized state-of-the-art neural-based alignment mod-
els, specifically SimAlign and AWESoME. These
models surpass previous statistically-based aligners
as they incorporate the context of entire sentences.
However, their performance remains limited. Fur-
thermore, the quality of alignments varies between
languages, which can be attributed to the represen-
tation of languages in the pretraining datasets of the
models, as well as the inherent linguistic properties
and structural differences among languages.

Dataset Variability: The proposed method
demonstrates varying effectiveness across datasets,
performing well on less complex languages but
struggling with those that exhibit higher morpho-
logical complexity (e.g., Xhosa and Zulu). This
indicates that additional adaptations may be needed
for specific linguistic features.

Generalization Across Languages: The candi-
date matching method shows superior performance
for most languages but underperforms in specific
cases (e.g., Bengali, Kazakh, and Swahili), po-
tentially due to inadequate representation in pre-
training.

Optimization Heuristics: While the proposed
optimization-based projection method reduces re-

liance on heuristics, the greedy algorithm used to
solve the optimization problem may not achieve
global optima in all scenarios.
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Appendix

Isolated Evaluation of the Projection Step

Table 2 depicts performance only of the projec-
tion step, excluding translation and source NER
labeling errors, on labelled parallel texts from the
Europarl-based NER dataset5 (Agerri et al., 2018).
Since our experiments with the tgt2tgt alignment
direction yielded negative results, all pipelines pre-
sented in the table are only for the src2tgt case.

We can see that annotation projection methods
that incorporate candidate matching can achieve
results comparable to or better than previous ap-
proaches. Specifically, for the German language,
the newly proposed method exhibits a significant
performance improvement.

Projection method de es it
Heuristic SimAlign 80.0 90.7 87.0

Heuristic AWESoME 81.9 90.3 87.3
n-gram SimAlign 89.8 89.2 87.8

n-gram AWESoME 92.0 88.6 87.2
Model transfer 67.5 74.1 69.6
NER SimAlign 74.5 79.8 72.3

NER AWESoME 74.7 80.0 72.0

Table 2: F1 scores resulting from the evaluation of
only the projection step using the Europarl-based
NER dataset with English as a source language.

The NER-based target candidates approach per-
forms in this experiment worse due to imperfect
spans predicted by the model. However, it still
outperforms plain model transfer because it cor-
rects wrongly predicted labels for spans using the
projection from matched source entities.

In the case of the Spanish language, the heuristic
word-to-word alignment-based algorithm slightly
outperforms the proposed approach utilizing the
n-gram candidate extraction strategy. This advan-
tage arises from the algorithm’s ability to merge
two continuous ranges of target words aligned with
source entity words, when only one misaligned
word exists between these ranges. In contrast, our
approach exhibits this capability only in specific
situations.

5ShkalikovOleh/europarl-ner
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Notes on Complexity of the Problem
It can be demonstrated that the proposed problem,
when excluding the second set of constraints that
limit the number of projections for source enti-
ties, reduces to the maximum weight independent
set problem on interval graphs, which is solvable
in polynomial time (Pal and Bhattacharjee, 1996).
Therefore, any potential complexity in the entire
problem may be due to the combination of non-
overlapping constraints and the constraints limiting
the number of projections for each source entity.
Although it is likely that the proposed ILP formula-
tion could be solved in polynomial time, we cannot
make a definitive claim since an appropriate algo-
rithm has yet to be identified.

Insights from the MasakhaNER2 Dataset
Experiments
Here, we provide further details on the results
across different languages from the MasakhaNER2
dataset.

The set of 10 languages where the proposed
method performs better than heuristics from the
MasakhaNER2 dataset includes: Bambara (’bam’),
Fon (’fon’), Hausa (’hau’), Igbo (’ibo’), Luganda
(’lug’), Mossi (’mos’), Shona (’sna’), Swahili
(’swa’), Wolof (’wol’), and Yoruba (’yor’). The
second set of 8 languages where the proposed
methods perfom worst includes: Ewe (’ewe’), Kin-
yarwanda (’kin’), Luo (’luo’), Chichewa (’nya’),
Tswana (’tsn’), Twi (’twi’), Xhosa (’xho’), and
Zulu (’zul’). The exact metric values can be found
in the provided GitHub repo.
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