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Abstract

This study explores strategies for effi-
ciently classifying scientific full texts us-
ing both small, BERT-based models and
local large language models like Llama-
3.1 8B. We focus on developing meth-
ods for selecting subsets of input sen-
tences to reduce input size while simul-
taneously enhancing classification perfor-
mance. To this end, we compile a novel
dataset consisting of full-text scientific
papers from the field of invasion biol-
ogy, specifically addressing the impacts
of invasive species. These papers are
aligned with publicly available impact as-
sessments created by researchers for the
International Union for Conservation of
Nature (IUCN). Through extensive exper-
imentation, we demonstrate that various
sources like human evidence annotations,
LLM-generated annotations or explain-
ability scores can be used to train sentence
selection models that improve the per-
formance of both encoder- and decoder-
based language models while optimizing
efficiency through the reduction in input
length, leading to improved results even
if compared to models like ModernBERT
that are able to handle the complete text as
input. Additionally, we find that repeated
sampling of shorter inputs proves to be a
very effective strategy that, at a slightly in-
creased cost, can further improve classifi-
cation performance.

1 Introduction

The exponential growth of research publications
across various domains (Bornmann et al., 2021)
has created an increasing need for automated
methods to process scientific texts efficiently. To
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address this, numerous approaches have been de-
veloped to optimize general research workflows,
such as literature search (Singh et al., 2023) and
summarization (Singha Roy and Mercer, 2024).
For more specialized tasks, such as extracting spe-
cific information from full texts, proprietary large
language models (LLMs) offer potential solutions
(Dagdelen et al., 2024). However, these models
are not locally deployable, making them expensive
to use when processing large datasets.

Recently, open-source large language models
have emerged as strong competitors to propri-
etary systems, offering comparable performance
(DeepSeek-Al et al., 2024). Nevertheless, a wider
adoption from researchers outside the machine
learning research community is unlikely within
the next years, primarily due to their significant
hardware requirements. Furthermore, both pro-
prietary and open-source LLMs of this scale are
highly energy-intensive, raising concerns about
their sustainability. This highlights the importance
of exploring smaller, more efficient models that
can deliver similar performance while minimiz-
ing resource consumption, or of exploring other
strategies to reduce the computational cost of us-
ing these models to solve specific tasks.

To address these challenges, we investigate the
potential of more efficient BERT-based models
alongside slightly more resource-intensive local
large language models (LLMs) for classification
of scientific full texts. As part of this effort, we in-
troduce the EICAT dataset, which consists of sci-
entific full-text papers focused on specific invasive
species and their impact on the native ecosystem,
as well as labels specifying the impact category
of that species with corresponding evidence sen-
tences that were extracted from the papers.

In our series of experiments, we first evaluate
the performance of a standard BERT-based classi-
fier on the EICAT dataset, where full-text inputs
must be split into multiple segments due to the

Proceedings of the 1st Workshop on Ecology, Environment, and Natural Language Processing (NLP4Ecology2025), pages 94-103
March 2, 2025 ©2025 University of Tartu Library



limited context length. We then compare its per-
formance to ModernBERT (Warner et al., 2024),
a recent BERT variant capable of handling longer
contexts, as well as to Llama-3.1 8B (Grattafiori
et al., 2024), a state-of-the-art local LLM.

All models face significant challenges due to
the large input size, leading us to performing fur-
ther experiments with training selector models to
identify and prioritize the most relevant input sen-
tences for training and evaluation. To ensure the
general applicability of this approach, we test var-
ious sentence selection strategies, including lever-
aging human-provided evidence annotations, us-
ing LLM-generated selections, and using impor-
tance scores extracted from the classifiers.

Our findings indicate that many selection strate-
gies improve classifier performance while simul-
taneously enhancing the efficiency of the decoder
model. For scenarios where efficiency is less criti-
cal, we also observe that repeated randomization
can improve the classification performance and
even make a random selection of input sentences
a viable strategy, thus leading to a simple-to-use
way of boosting classification results.

Ultimately, this work presents a generalizable
pipeline for accelerating inference and improving
performance of scientific full-text classification.

The remainder of the paper is organized as fol-
lows: Section 2 reviews recent natural language
processing approaches for the automated process-
ing of scientific texts. Section 3 introduces the
EICAT dataset, while Sections 4 and 5 describe
our experiments and present the results. Section 6
provides a discussion of the findings, and Section
7 concludes with final remarks.

2 Related Work

2.1 Language Models for Scientific
Literature

The introduction of the transformer architecture
(Vaswani et al., 2017) revolutionized natural lan-
guage processing, marking a new era in the field,
with pretrained language models like BERT (De-
vlin et al., 2019) significantly advancing perfor-
mance across a wide range of tasks. This progress
quickly extended to the scientific domain, lead-
ing to the development of domain-specific mod-
els such as SciBERT (Beltagy et al., 2019), which
set new benchmarks on various scientific NLP
tasks.  SciBERT and similar models demon-
strate clear advantages over general-purpose mod-
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els (Lee et al., 2019; Song et al., 2023; Rostam
and Kertész, 2024), and have therefore been ap-
plied to a variety of tasks within the scientific do-
main, including literature search and similarity as-
sessment (Singh et al., 2023), classification (Ros-
tam and Kertész, 2024), and summarization (Sefid
and Giles, 2022), with similar pretrained models
having been trained for the general biomedical do-
main (Lee et al., 2019; Gu et al., 2021) as well as
for the biodiversity domain (Abdelmageed et al.,
2023).

More recently, the improved performance of
autoregressive language models (Radford et al.,
2019) has driven a shift toward leveraging these
models for a wide range of tasks. Openly avail-
able models, such as Llama-2 (Touvron et al.,
2023), alongside proprietary systems like Chat-
GPT, have established new state-of-the-art results
in various scientific document processing tasks,
including structured information extraction (Ret-
tenberger et al., 2024; Dagdelen et al., 2024), term
extraction (Huang et al., 2024), text classifica-
tion, named entity recognition and and question
answering (Choi and Lee, 2024).

A range of benchmarks has been developed
specifically for information extraction from sci-
entific full texts, often accompanied by proposed
models. These benchmarks target various tasks,
including dataset mention detection (Pan et al.,
2023), entity and relation extraction (Zhang et al.,
2024), general information extraction (Jain et al.,
2020), and summarization (DeYoung et al., 2021).

2.2 Language Models for Biodiversity
Science

In the specific domain of biodiversity science,
transformer encoder architectures have been em-
ployed to tackle tasks such as hypothesis classifi-
cation (Brinner et al., 2022), biodiversity analysis
(Arias et al., 2023), named entity recognition and
relation extraction (Abdelmageed et al., 2023), as
well as hypothesis evidence localization (Brinner
et al., 2024; Brinner and Zarrief3, 2024). Addition-
ally, autoregressive models have been applied to
tasks such as literature review, question answering
(Jiqi Gu, 2024), and structured information extrac-
tion (Castro et al., 2024; Kommineni et al., 2024),
with further potential applications continuing to
emerge (Osawa et al., 2023).



3 The EICAT Dataset

We present a new dataset for training and eval-
uating models on the task of assessing the im-
pact of invasive species on ecosystems based on
scientific full texts. This dataset is grounded
in the “Environmental Impact Classification for
Alien Taxa” (EICAT, IUCN (2020)) standard, a
classification standard developed by the Interna-
tional Union for Conservation of Nature (IUCN),
which is used by researchers to compile standard-
ized summaries of scientific literature addressing
invasive species, along with assessments of the
species’ impacts as reported in these publications.
The impacts are categorized into one of six possi-
ble classes: Minimal Concern, Minor, Moderate,
Major Risk, Massive, and Data Deficient. Further-
more, researchers extract and include sentences
from the full texts as evidence supporting their se-
lected category. These impact assessments for var-
ious species are publicly available as Excel files at
https://www.iucngisd.org/gisd/.

To construct our dataset, we acquired impact
assessment files for as many species as possible.
From these files, we extracted publication names
and corresponding impact assessments for each
species, covering around 800 publications. Us-
ing Llama-3 8B, we determined whether each ci-
tation represented a scientific paper (as opposed
to books, PhD theses, government reports, etc.),
since this study focuses exclusively on shorter sci-
entific articles. We then used Crossref (cross-
ref.org) as well as manual scraping to obtain as
many full texts as possible.

Since the retrieved documents were in PDF for-
mat, we used Grobid (GRO, 2008-2024) to extract
the raw text from the publications. We excluded
any documents for which text extraction was un-
successful, resulting in a final dataset with 436 full
texts addressing 120 species.

As a final processing step, we matched the ev-
idence sentences from the impact assessments to
sentences in the extracted text files. Discrepan-
cies between the version of the paper we obtained
and the one used for the assessments, as well as
artifacts introduced during the PDF-to-text con-
version, made exact matching infeasible in many
cases. To address this, we implemented a fuzzy
matching strategy, matching two sentences if they
contain most of the same words in the same or-
der. For matches slightly below the set similarity
threshold, we used Llama-3 to determine whether
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the sentences were still a valid match. In total, we
identified 2,247 evidence sentences, compared to
2,226 sentences in the original annotations. The
higher count likely results from imperfect match-
ing, as well as from PDF-to-text conversion arti-
facts, which sometimes split evidence sentences in
the full text into two parts.

We created training, validation, and test splits
comprising 82%, 8%, and 10% of the species, re-
spectively. To prevent inflated performance scores
caused by the model learning the typical impact
category assigned to a specific species across pub-
lications, all texts addressing the same species
were assigned to the same split.

We publish the dataset containing publica-
tion names, impact labels and evidence sen-
tences together with our code on github.com/inas-
argumentation/efficient_full_text_classification.

4 Baseline Classification Experiments

4.1 Experimental Setup

Our initial experiment focuses on establishing
baseline performance for both BERT-based mod-
els and local instruction-tuned LLMs on our
datasets. Specifically, we evaluate 1) PubMed-
BERT (Gu et al.,, 2021), which demonstrated
strong performance in previous studies on invasion
biology (Brinner et al., 2022) 2) ModernBERT
(Warner et al., 2024), a recently introduced BERT
variant that claims improved performance and ef-
ficiency while allowing for input lengths of up to
8192 tokens, and 3) Llama-3.1 8B, a state-of-the-
art local LLM capable of handling up to 128K to-
kens, allowing for full-text processing.

Given that BERT-based models are limited to
processing 512 tokens at a time, we split each full
text into chunks of up to 512 tokens (with neigh-
boring chunks overlapping for 50 tokens) and av-
erage the output logits across all chunks to pro-
duce a single score for the entire paper, serving as
input to the cross-entropy loss. For ModernBERT,
we instead used the whole full-text as input to the
model, with tokens exceeding the 8192 token con-
text window being truncated. We perform seven
runs per model to obtain average results that miti-
gate variance in our reported scores.

For the LLM, we design a prompt that includes
the full text along with a textual description of
the impact categories, extracted from the IUCN
EICAT guidelines (IUCN, 2020). The model is
prompted to first generate a sentence summarizing
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This is a scientific paper about an invasive species: [SCIENTIFIC FULL TEXT]

This is the end of the scientific text. Your task is to classify the impact that the invasive species [SPECIES NAME] has. Note
that the text might contain information on other species. Possible classes are the following:

1. Minimal

A taxon is considered to have impacts of Minimal Concern when it causes negligible levels of have impacts on the recipient
environment at some level, for example by altering species diversity or community similarity (e.g., biotic homogenisation),
and for this reason there is no category equating to “no impact”. Only taxa for which changes in the individual performance
of natives have been studied but not detected are assigned an MC category. Taxa that have been evaluated under the EICAT
process but for which impacts have not been assessed in any study should not be classified in this category, but rather should
be classified as Data Deficient.

2. Minor

A taxon is considered to have Minor impacts when it causes reductions in the performance of individuals in the native biota,
but no declines in native population sizes, and has no impacts that would cause it to be classified in a higher impact category.
3. Moderate

A taxon is considered to have Moderate impacts when it causes declines in the population size of at least one native taxon, but
has not been observed to lead to the local extinction of a native taxon.

4. Major

A taxon is considered to have Major impacts when it causes community changes through the local or sub-population extinction
(or presumed extinction) of at least one native taxon, that would be naturally reversible if the alien taxon was no longer present.
Its impacts do not lead to naturally irreversible local population, sub-population or global taxon extinctions.

5. Massive

A taxon is considered to have Massive impacts when it causes naturally irreversible community changes through local, sub-
population or global extinction (or presumed extinction) of at least one native taxon.

6. Data Deficient

A taxon is categorised as Data Deficient when the best available evidence indicates that it has (or had) individuals existing
in a wild state in a region beyond the boundary of its native geographic range, but either there is inadequate information to
classify the taxon with respect to its impact, or insufficient time has elapsed since introduction for impacts to have become
apparent. It is expected that all introduced taxa will have an impact at some level, because by definition an alien taxon in
a new environment has a nonzero impact. However, listing a taxon as Data Deficient recognises that current information is
insufficient to assess that level of impact.

Return just the classification and end your answer, and provide one of the following labels as answer: ”Minimal”, ’Minor”,
”Moderate”, "Major”, ”Massive”, ”Data Deficient”. Provide your answer by just using the following response format, and do
not answer anything else in addition to that:

Summary: [One sentence summarizing the key information that you consider for the assessment]

Answer: [Your answer, that is one of the six labels]

END.

Figure 1: The Llama-3.1 8B prompt to classify scientific full texts.

the impact (a step that significantly improves clas-
sification results) and then output a single impact
category in a structured way (see Figure 1). We
used greedy decoding to deterministically gener-
ate the most likely answer.

4.2 Results

The results of the classification experiment are
presented in Table 1 (Deterministic Selection,
Sentence Selector: Complete Input), where we re-
port both macro F1 and micro F1 scores. Given the
dataset’s highly uneven label distribution, macro
F1 can be strongly influenced by the misclassifi-
cation of only a few samples, making micro F1
an important complementary metric. The results
show that the trained BERT model achieves a
macro F1 score of 0.425, thus significantly out-
performing the LLM with a rather unsatisfactory
macro F1 result of 0.272. We hypothesize that this
could be cause by two key factors:

1. Limited context in model prompt: While re-

searchers use the same EICAT impact class
descriptions as provided in the prompt for
their assessments, they also rely on their do-
main knowledge and familiarity with existing
literature to perform impact assessments as
intended. A trained model learns this implicit
consensus through exposure to a large, anno-
tated dataset, whereas the LLM lacks this re-
source and depends solely on the textual de-
scriptions of the classes, which are less infor-
mative.

2. Challenges with input length: Full texts con-
tain extensive information, not all of which
will be relevant for the classification, thus
making it hard to detect the relevant pieces
of information to perform the classification.

While the first issue could be addressed by
training the LLM on the dataset, this is beyond
the scope of this initial analysis. The second is-
sue is supported by the fact that ModernBERT



Deterministic Selection

Randomized Selection

Model Sentence Selector ~ Macro F1 Micro F1 Macro F1 Micro F1
ModernBERT Complete Input 0.433 0.446 0.439 0.465
PubMedBERT  Complete Input 0.425 0.446 - -
PubMedBERT  Evidence 0.523 0.538 0.503 0.508
PubMedBERT LLM 0.457 0.460 0.494 0.508
PubMedBERT  Entropy 0.453 0.460 0.475 0.494
PubMedBERT  Importance 0.442 0.460 0.479 0.479
PubMedBERT  Random 0.441 0.450 0.496 0.499
Llama 3.1 8B Complete Input 0.272 0.373 - -
Llama 3.1 8B Evidence 0.234 0.237 0.257 0.271
Llama 3.1 8B LLM 0.228 0.271 0.230 0.305
Llama 3.1 8B Entropy 0.322 0.373 0.358 0.441
Llama 3.1 8B Importance 0.403 0.441 0.399 0.441
Llama 3.1 8B Random 0.265 0.339 0.356 0.407

Table 1: Results on the EICAT dataset using PubMedBERT, ModernBERT and Llama-3.1 8B with either
the full text input or one of the sentence selectors. Best scores are bold, second-best (from a different

model) are underlined.

outperformed the standard BERT variant only
marginally, even though it is able to reason about
much more information at once, thus again indi-
cating that the abundance of information in a full-
text can pose significant challenges. To investi-
gate this issue further, we conducted additional
experiments that focus on selecting a subset of
relevant sentences during preprocessing and using
only those as input for the BERT or Llama models.

5 Evidence Sentence Selection

5.1 Experimental Setup

We propose a two-step procedure to improve the
performance of the models tested in the previous
experiments. Our hypothesis is that both models
face challenges due to the length of the full-text
inputs. For the LLM, identifying the few critical
pieces of information within a large block of text
can be difficult. For PubMedBERT, the input is of-
ten split into more than 15 chunks, many of which
might contain little to no relevant information, po-
tentially disrupting the training process.

The proposed procedure involves training a sen-
tence selector model (also based on PubMed-
BERT) on all sentences from the training set to
distinguish important sentences from less relevant
ones. Once trained, we use the selector to iden-
tify the 15 most relevant sentences for each doc-
ument. Both models are then trained and evalu-
ated using only these selected sentences, thus sig-
nificantly reducing the input size while focusing
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on the most crucial information. For the Llama
model, we used the same prompt as before, with
the addition of mentioning at the beginning that
sentences extracted from a paper are presented,
and indicating left-out sentences in the input with
”’[...]”, which lead to improved results.

We evaluate several strategies for training the
sentence selector model:

1. Evidence: A model trained to recognize the
human evidence annotations from the dataset.

2. LLM: We provide the EICAT guidelines as
background and prompt Llama-3.1 8B to as-
sess each individual sentence from a paper,
classifying it as Not Useful, Slightly Useful,
or Highly Useful, resulting in a three-class
classification task.

3. Entropy: We used three of the seven BERT
classifiers trained in Section 4 to classify each
sentence individually. A low entropy in the
predicted distribution is a sign that the sen-
tence is indicative of a specific class.

4. Importance: For each sentence in the dataset,
we used three of the seven BERT classifiers
trained in the earlier experiments to clas-
sify the corresponding full text, once with
the sentence included and once with it be-
ing removed. We then evaluated the absolute
change in output logits to assess the impor-
tance of the given sentence for the output.



The evidence and LLM-based annotations nat-
urally give rise to two- and three-class classifica-
tion tasks for training the BERT sentence selection
model. The entropy and importance scores, on the
other hand, are continuous by nature, but since the
absolute values of these scores are less relevant
compared to the ranking among sentences within a
text, we decided to discretize them into three cate-
gories: sentences falling within the bottom 50% of
scores within a text, those in the top 20%, and the
remaining 30% in between, thus again constituting
a three-class classification problem.

The sentence selectors all receive the species
name and the three sentences before and after the
sentence that they shall assess as context, with the
relevant sentence being enclosed by [SEP J-tokens.
The resulting models can be used for ranking sen-
tences within a document by predicting class prob-
abilities for each sentence individually, and then
using the expected value as continuous score.

5.2 Results

5.2.1 Sentence Selector Agreement

We begin by comparing the similarities between
the predictions of the different sentence selector
models (displayed in Table 2) to see if they focus
on similar kinds of information. To quantify this,
we use the normalized discounted cumulative gain
(NDCG), which produces a score between 0 and
1, with higher values indicating greater agreement
between the rankings of two models (i.e., highly
ranked sentences by one model are also ranked
highly by the other model or ground truth).

The rankings generated by the different trained
sentence selector models are compared to the test-
set ground truth rankings (i.e., the evidence anno-
tations created by human annotators, or the assess-
ments that were directly predicted by the LLM).
Notably, the model trained on human evidence an-
notations achieved only a mediocre NDCG score
with regards to alignment with the ground truth ev-
idence annotations. This could be caused by in-
consistencies in how evidence sentences were se-
lected across different EICAT assessments, which
might be caused by the involvement of many dif-
ferent researchers in their creation. Notably, it
proved to be important to provide the surround-
ing sentences as well as the species name as con-
text, since otherwise the NDCG score drops to just
0.487. The reason for this is, that annotated evi-
dence sentences usually report on actual evidence
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Train Data Evidence NDCG LLM NDCG
Evidence 0.541 0.753
LLM 0.394 0911
Entropy 0.362 0.691
Importance 0.344 0.674
Random 0.299 0.618

Table 2: NDCG scores denoting the match be-
tween the different sentence selection strategies
and the ground truth sentences from the human ev-
idence annotations or the LLM selections.

collected within a study, so that the model needs
to learn to exclude sentences that appear, for ex-
ample, in a literature review section, which can be
hard if that sentence is viewed in isolation. Fur-
ther, a text might address several species, thus
making the species for which the sentence shall
be assessed a crucial piece of information.

In contrast to the evidence selector, the LLM
demonstrated a high degree of internal consis-
tency, achieving an impressive NDCG score of
0.911 between its own test set predictions and
those from the corresponding BERT classifier.

Interestingly, while human and LLM rankings
show some correlation, the two BERT-based meth-
ods for generating sentence rankings align only
marginally better with the human or LLM anno-
tations than a random selector. This raises con-
cerns about the validity of these methods. How-
ever, their actual utility for the classification will
be further evaluated in the following section.

5.2.2 BERT Classification Results

We evaluate the classification performance of
BERT classifiers trained on the 15 most impor-
tant sentences from each full text, as determined
by the various sentence selectors. In most cases,
only up to five sentences were chosen as evidence
by the human annotators, but we chose the larger
number of 15 to increase the likelihood of many
relevant sentences being selected even if the selec-
tors perform suboptimal, while still reducing the
input size significantly. The results are presented
in Table 1 (Deterministic Selection).

For BERT classifiers, the evidence-based selec-
tor proves to be the most effective, significantly
improving classification performance. A possible
explanation is that it removes unnecessary and dis-
tracting information, most importantly because it
can filter out sentences describing impacts caused
by other species, thereby eliminating misleading



information and implicitly creating a focus on the
target species. In contrast, the BERT and Mod-
ernBERT models trained on the full input did not
receive the species name, which was necessary
to ensure they relied on textual evidence rather
than simply associating species names with spe-
cific classifications, but leading to potentially in-
correct predictions in the case of multiple species
being addressed in a text. Since the BERT classi-
fier was used as basis for training the importance
and entropy selectors, these models likely did not
learn to filter out sentences about other species as
well. However, the LLM-based selector may have
developed this ability, as the species name was
included when generating the LLM assessments
used for training. Nevertheless, it only marginally
outperforms the entropy and importance selectors.

Overall, all sentence selection strategies im-
prove classification performance, even when com-
pared to ModernBERT, which should have access
to the same (and even more) information. This
holds even true for a random selection strategy,
which selects 15 sentences before a training run
starts and does not change this predetermined se-
lection to mirror the deterministic selection by the
other models. We see this as evidence that an
overflow of information decreases classification
performance, thus making our sentence selection
strategy highly effective.

5.2.3 Llama Classification Results

The results for Llama reveal a different pattern
compared to BERT. Despite their potentially ben-
eficial property of filtering our non-relevant im-
pacts, the evidence and LLM selectors do not im-
prove classification performance. In this case,
these properties will not be as significant, though,
since the LLM does receive the name of the
species it shall assess, so that it can filter out un-
necessary information on its own.

To explain the decreased performance, we
analyzed the distribution of class predictions
and found that, for the evidence selector, the
model’s predictions significantly under-represent
the lower-impact classes (Data Deficient, Mini-
mal Concern and Minor). We attribute this to the
model receiving condensed information on the im-
pact of the specific invasive species, thus pushing
it to a higher impact category that it did not see as
justified when assessing the full text.

For the LLM selector, we see a similar distribu-
tion, with a few more samples being classified as
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Minor, but even less being classified as Data Defi-
cient, which could be caused by the LLM not man-
aging to exclude sentences from, for example, the
literature review section, thus making every paper
contain some information on potential impacts.
The BERT model, in contrast, is not susceptible
to these factors hindering the LLM, since it is ad-
ditionally trained on these specific inputs and thus
learns to draw the right conclusion from them.
Interestingly, sentences identified as important
by BERT (i.e., Entropy and Importance) lead to
substantially better results than the other strate-
gies. We see this as a sign that the models indeed
learned to identify the sentences that should actu-
ally contribute to the classification (as learned by
the original BERT model), thus mitigating espe-
cially the issues pointed out for the LLM-selector.

5.2.4 Randomization

In both experiments, random sentence selection
yielded reasonable results, even outperforming us-
ing the complete input or other selection methods.
This is especially notable for the BERT models,
as we fixed the 15 randomly selected sentences
for each sample within a training run, thus sig-
nificantly restricting access to useful information.
A similar limitation applies to the other selection
strategies, which also reduce the total number of
sentences encountered during training.

To explore this further, we conducted additional
experiments where a new random input is cre-
ated each time a text is accessed during training.
For the targeted selectors, this random sampling
is restricted to the top 30 sentences (with higher-
ranking sentences being sampled more often), en-
suring that most sentences deemed unimportant
were excluded. During evaluation, we generated
10 different input samples per text and determined
the final prediction through majority voting.

The results for the randomized classifiers are
shown in Table 1 (Randomized Selection). With
the exception of the evidence selector, we observe
consistent performance improvements across all
BERT models. This suggests that, unless the se-
lection is guided by a well-informed approach
based on human annotations, exposing the model
to a greater variety of sentences during training
and making predictions based on diverse inputs
is beneficial. Notably, this even makes the ran-
dom selector a viable competitor to the evidence
selector, demonstrating that for large-text classifi-
cation tasks, this simple strategy can be an effec-



tive choice. We hypothesize that targeted selec-
tors focus on specific types of information (such
as empirical observations for the evidence selec-
tor), which leads to only very narrow relationships
being learned during training. In contrast, the ran-
dom selector’s lack of bias increases the variance
of inputs and forces the model to generalize more
effectively through being trained on a more diffi-
cult task, thus enabling it to learn the broader rela-
tionships required for accurate classification.

For the Llama model, randomization improves
results across most selection strategies, with the
random selector again becoming a viable alterna-
tive to targeted selection. We hypothesize that spe-
cific sentences might throw off the LLM’s predic-
tion for a specific input, and sampling many dif-
ferent inputs could instead lead to a classification
that is based on the general information provided
by a vast number of sentences in the text.

5.2.5 Efficiency Analysis

In the introduction, we emphasized the impor-
tance of efficiency for broader adoption of lo-
cal models outside the machine learning commu-
nity. Alongside performance improvements, we
observed substantial speed gains for the Llama
model due to reduced input lengths. For instance,
a full test set evaluation with full-text input on an
RTX 3090 takes 116 seconds, but this drops to 65
seconds with importance-based sentence selection
- including the time for sentence relevance predic-
tion. Notably, this strategy also improves classi-
fication performance, breaking the typical trade-
off between efficiency and accuracy. Further in-
creased performance using sampling then leads to
vastly increased times that are more than three
times longer than using the full-text input.
Smaller models like BERT remain far more ef-
ficient, requiring just 6.6 seconds for a test set
evaluation with evidence sentence selection. The
sampling strategy increases this to 9.8 seconds,
thus offering performance gains for most selection
strategies in trade for higher computational cost.

6 Discussion

In our evaluation, we identified significant chal-
lenges when using instruction-tuned LLMs for sci-
entific text processing. On the one hand, extract-
ing a different set of sentences, even if they should
contain the necessary information for performing
the classification, can easily change classification
results and even push the model towards incorrect

101

conclusions. Additionally, a detailed natural lan-
guage description of our task was insufficient for
the Llama model to achieve results comparable to
a 70 times smaller BERT classifier, and the explicit
selection of highly relevant sentences through the
evidence selector did not yield improvements. We
interpret this as a sign that sample-level labels, as
used by BERT, provide substantially more infor-
mation than both evidence annotations and natural
language descriptions.

The superior informational content of sample-
level labels compared to evidence annotations is
plausible considering that a single evidence an-
notation only conveys information about a sin-
gle sentence, while a sample-level label provides
information about every sentence in the whole
text. On the other hand, the superior performance
of sample-level labels over natural language de-
scriptions is especially significant given the recent
trend toward prompting-based approaches rather
than extensive labeling efforts. In-context learn-
ing (Dong et al., 2024) offers a potential bridge
between these approaches, enabling the delivery
of rich sample-level information to LLMs with-
out training, typically complementing natural lan-
guage descriptions within the prompting frame-
work. This combination can thus potentially over-
come the challenge of precisely specifying a given
task by returning to the classical way of demon-
strating desired behavior. However, while this ap-
proach has shown success, it becomes impractical
for tasks involving lengthy inputs, such as scien-
tific full-text classification. For such cases, fine-
tuning local large language models could present
a viable solution, which can be explored in future
work.

7 Conclusion

We introduced a novel dataset for scientific full-
text classification and conducted extensive exper-
iments using smaller encoder and larger decoder
architectures. Our results demonstrated that vari-
ous strategies for reducing input size can simulta-
neously enhance efficiency and performance, of-
fering a generalizable pipeline adaptable to other
tasks. However, as classification scores remain
suboptimal, future research could investigate the
potential of fine-tuning local LLMs, leveraging re-
cently emerging LLMs with advanced reasoning
capabilities (DeepSeek-Al et al., 2025), or testing
the performance of larger proprietary models.
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