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Abstract

Qualitative research often involves labor-
intensive processes that are difficult to scale
while preserving analytical depth. This paper
introduces The AI Co-Ethnographer (AICoE),
a novel end-to-end pipeline developed for qual-
itative research and designed to move beyond
the limitations of simply automating code as-
signments, offering a more integrated approach.
AICoE organizes the entire process, encom-
passing open coding, code consolidation, code
application, and even pattern discovery, leading
to a comprehensive analysis of qualitative data.

1 Introduction

Qualitative data analysis is a crucial research ap-
proach in the humanities, cultural studies, and
social sciences, focusing on the synchronic and
diachronic analysis and interpretation of non-
numerical data such as texts, images, or audio files
to gain insights into complex social phenomena,
cultural expressions, and individual experiences
(Creswell and Poth, 2017; Denzin et al., 2023).
Coding is central to this process, structuring and
interpreting research materials such as interviews,
field notes, or group discussions by systematically
assigning analytically relevant concepts to text seg-
ments or other data forms (Holton, 2007; Bernard,
2011; Harding, 2013; Bernard et al., 2016).

Although coding offers a formalized structure
for data analysis, its application remains context-
specific and flexible, adapting to the nuances of the
research question and subject matter (Elliott, 2018).
In many contexts, specifically in ethnographic ap-
proaches, coding is inherently iterative and closely
tied to an ongoing process of collecting and reflect-
ing on data. Codes evolve dynamically through an
iterative process where they are merged, adjusted,
added, or replaced as researchers engage with the
data, identify patterns, and refine their conceptual
understanding. This process may involve open or

axial coding, deductively or inductively, quanti-
tatively or qualitatively, and can be centered on
interpretation or description. (Ritchie et al., 2014;
Creswell, 2015; Saldana, 2015).

However, manual coding faces significant limita-
tions. Scalability remains a critical challenge when
researchers encounter larger datasets that require
extensive time and resources to code effectively
(Miles et al., 2019). It also increases the risk of
intra- and intercoder unreliability, just to mention
a few typical challenges. These constraints have
spurred interdisciplinary efforts to automate the
coding process over the past decade. Automated
speech recognition (ASR) has emerged as a signifi-
cant enabler in this landscape, allowing researchers
to efficiently transcribe large volumes of interview
data and prepare them for further analysis and pro-
cessing (Nguyen et al., 2021). Related qualitative
data processing tasks such as text summarization
(Hori et al., 2002; Retkowski and Waibel, 2024b;
Zhang et al., 2024), question answering (Singhal
et al., 2025), and topic segmentation (Zechner and
Waibel, 2000; Retkowski and Waibel, 2024a) have
similarly benefited from computational advance-
ments, providing researchers with tools to condense
information and identify thematic boundaries.

Recently, large language models (LLMs) have
demonstrated new epistemic capabilities to anno-
tate research data, yet with certain limitations,
such as understanding the broader context of codes
(Tuschling et al., 2023; Fischer and Biemann, 2024;
Rasheed et al., 2024; Ziems et al., 2024). In paral-
lel, the concept of Agentic LLMs has emerged, de-
signed to operate autonomously with goal-directed
behaviors (Xi et al., 2023). For example, the AI
Scientist (Lu et al., 2024) showcased an end-to-end
automated workflow for writing scientific papers,
from hypothesis generation, experimental design
and manuscript drafting. This work illustrates the
potential for autonomous agents to manage com-
plex, multi-stage research processes. Inspired by
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these advances, our approach seeks to explore simi-
lar automation in the domain of qualitative research,
also as an alternative to AI-assisted data analysis
with proprietary systems like MaxQDA.

With the AI CO-ETHNOGRAPHER (AICoE), we
introduce a novel end-to-end pipeline that extends
beyond the conventional focus on code assign-
ments. The AICoE is part of a broader infrastruc-
ture for AI-assisted knowledge production, inte-
grating diverse qualitative analysis methods, from
open coding to pattern discovery. Whereas prior
research has largely concentrated on automating
the mapping of codes to text segments, our ap-
proach encompasses a more comprehensive qual-
itative analysis process. The pipeline extends the
capabilities beyond the deductive application of
pre-defined codes. Crucially, it also enables induc-
tive code development and application, a process
where novel codes are developed directly from the
data itself instead of being pre-defined.

2 Related Research

LLM development has spurred transdisciplinary
efforts to automate scholarly work, especially qual-
itative textual analysis (Morgan, 2023; Petersen-
Frey et al., 2023; Fischer and Biemann, 2024; Lu
et al., 2024; Franken and Vepřek, 2025), includ-
ing ethnographically focused research (Dippel and
Sudmann, 2023). This builds on a rich history
of computational methods in qualitative research,
from early tools like the General Inquirer (Stone
and Hunt, 1963) and Salton‘s vector space model
(Salton et al., 1975), to machine learning-based an-
notation (Sebastiani, 2002), and open-source plat-
forms like WordFreak (Morton and LaCivita, 2003)
and WebAnno (Yimam et al., 2014). More recently,
Spinoso-Di Piano et al. (2023) introduced the Qual-
itative Code Suggestion (QCS) task, which assists
in coding by providing a ranked list of predefined
codes for a given text passage. To evaluate QCS,
the authors present CVDQuoding, an annotated
dataset of interviews with women at risk of car-
diovascular disease. Human evaluation shows that
their system provides relevant suggestions, high-
lighting its potential as an assistive tool. However,
limitations remain, including a focus on code as-
signment rather than full codebook development
and a lack of evaluation in applied research settings.
Similarly, Ziems et al. (2024) evaluated the poten-
tial of LLMs for automating social science tasks,
focusing on their zero-shot capabilities. Their find-

ings indicate that LLMs demonstrate proficiency
in both classification and explanation, suggesting
their ability to augment the social science research
pipeline. However, the authors do not recommend
LLMs as a replacement for traditional methods.

3 Methodology

The AI CO-ETHNOGRAPHER is composed of a
comprehensive pipeline underpinned by LLMs to
automate key qualitative research processes while
aiming to preserve the interpretative depth central
to ethnography. Building on recent advances in
LLMs, the system mirrors several stages of quali-
tative analysis (see Figure 1): open coding, code
consolidation, code application, and pattern find-
ing. This approach enables scalable and consistent
analysis of large volumes of qualitative data while
mimicking ethnographic research practices.

3.1 Open Coding
A first step can be called open coding, where indi-
vidual interviews are processed separately by the
LLM. By isolating analyses per interview, the cho-
sen research design addresses both the context win-
dow limitations of LLMs and the ethnographic prin-
ciple of maintaining close connection to primary
data. The system may suggest up to N codes per
interview, balancing descriptive and interpretive
coding approaches and, in doing so, automating a
time-consuming element of qualitative analysis.

3.2 Code Consolidation
The code consolidation stage transitions to a global
perspective and synthesizes findings across all in-
terviews into a unified codebook. The synthesis
process analyzes code overlap and merges similar
concepts, culminating in a maximum of up to M
consolidated codes. This stage represents a crucial
bridge between individual narratives and broader
theoretical development, akin to manual axial cod-
ing but computationally scaled.

3.3 Code Application
The pipeline returns to a local perspective in the
code application stage, where each consolidated
code is systematically applied to individual inter-
view transcripts. Unlike existing approaches that
work with limited text fragments (Spinoso-Di Pi-
ano et al., 2023), our system processes the entire
interview for each code1, thereby ensuring that

1We note that this approach allows for prompt caching for
a more efficient application of the codes.
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Figure 1: Conceptual Illustration of the AI Co-Ethnographer Pipeline

the full conversational context informs the identi-
fication of relevant passages. This preserves the
crucial ethnographic context of when and where
statements occur. The system maintains connec-
tions between codes and input data through ex-
tracted text segments that can be mapped back to
the original interviews, primarily via unique ex-
act matches or substring matches. In rarer cases
when such a match is unavailable, we instead rely
on a sufficiently large word overlap measure using
ROUGE (Lin, 2004), addressing both the technical
need for systematic analysis and the ethnographic
requirement for contextual grounding.

3.4 Pattern Finding
Finally, the pattern finding stage shifts back to
a holistic perspective, analyzing relationships be-
tween coded segments across the entire set of inter-
views to identify insights. This stage examines co-
occurrence, contextual relationships, and thematic
patterns, automating the transition from coding to
broad theoretical and interpretative understanding.

3.5 Prompt Engineering
The developed prompts (see Appendix A) aim
to emulate standard procedures in qualitative re-
search, specifically in an ethnographic context.
Each prompt corresponds to a phase of analysis and
is structured to ensure methodological rigor. The
scratchpad is important, as it allows the model to ar-
ticulate its step-by-step reasoning, thereby making
it transparent. By emphasizing verbatim text ex-
traction and a strict correspondence between each
extracted segment and the original interview line,
we aim for high inter-rater reliability and trans-
parency. Additionally, optional code descriptions
during codebook development enhance clarity, and
optional context helps guide the research direction.
The max_codes parameter is a technical restriction
to avoid overly lengthy prompts, but in practice can
be adjusted according to factors such as the model’s

context length, its ability to maintain performance
over long contexts, and the number of interviews.
Although these prompts are illustrated with ethno-
graphic interviews, the underlying principle of pre-
cise, code-based textual extraction readily extends
to other qualitative research methodologies.

4 Experiments and Results

The system leverages Llama-3.3-70B (Dubey
et al., 2024) as LLM, though the modular pipeline
design permits integration with any modern LLM.
We evaluate the model on three interviews each
from the CVDQuoding and HiAICS datasets, the
latter being our collection of interviews conducted
as part of an ethnographic analysis with AI re-
searchers. The study participants include both re-
searchers who apply AI practically in their scien-
tific disciplines and those who offer theoretical and
critical analyses of AI’s use in research. The inter-
views were transcribed using the speaker-attributed
ASR system by Nguyen and Waibel (2025).2

4.1 Semantic Relatedness of Codebooks
To evaluate the semantic relatedness between dif-
ferent qualitative codebooks, we developed a novel
framework for systematically comparing code tax-
onomies by specifying the following semantic rela-
tionships between codes:

• (M ) Match (1:1) – Defines codes capturing
broadly similar concepts across codebooks,
though they may use different terminology

• (C) Containment (1:n) – Indicates when one
code represents a broader concept encompass-
ing one or more codes from the other scheme

• (P ) Partial Overlap (1:1) – Denotes codes
that share some aspects of their meaning while
maintaining distinct elements

2We publish the HiAICS interviews under https://
codeberg.org/hiaics/interviews.
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• (U ) Unmatched – Codes representing entirely
unique aspects absent in the other codebook

A visual demonstration of these relations can be
found in Figure 3 in the Appendix. Based on these
relationships, we also developed a scoring method
to quantify them. We normalize n:1 containments
into atomic 1:1 relationships and assign weights
for semantic relevance: wm = 1.0 for matches,
wc = 0.7 for containments, and wp = 0.5 for
overlaps. For each code x, let R(x) denote its set of
relationships. The individual score s(x), codebook
scores τi, and final score are calculated as:

s(x) = max({wr : r ∈ R(x)} ∪ {0}) (1)

τi =
1

|i|
∑

x∈i
s(x) for i ∈ {A,B} (2)

τsem =
τA + τB

2
(3)

where A and B represent the two complete sets
of codes in codebooks.

Schema 1 Schema 2 M C P U τsem

Coder A Coder B 0.216 0.346 0.251 0.187 0.584
Coder A AICoE 0.206 0.480 0.191 0.123 0.638
Coder B AICoE 0.081 0.573 0.125 0.221 0.545

Table 1: Distribution of relationship types comparing
codebooks derived from the HiAICS dataset. A visual
side-by-side comparison is provided in Figure 5, and
detailed results in Table 4 in the Appendix.

4.2 Relevance of Code Assignments
To assess code-to-text relevance independently of
upstream stages, we provided the system with
human-curated codebooks derived from prior man-
ual analyses3. This controlled setup isolates the
code application mechanism. Several experts as-
sessed whether human-assigned and AI-assigned
codes were relevant or irrelevant to corresponding
text segments, blinded to origin.

4.3 Quality of Theoretical Findings
To assess the quality of the generated findings, we
conducted a human evaluation using three criteria:

• (G) Grounding (Data Grounding, Evidence
Support & Accuracy): Findings must be ac-
curate, reliable, and well-supported by the in-
terviews. Optimally, multiple coded segments
are mentioned or provided.

3Specifically, for the CVDQuoding dataset, which was
published with two codebooks, we utilized Coder 2’s code-
book. For our HiAICS dataset, we employed a codebook
developed by one of our expert annotators (Coder 1).

Dataset Human AICoE

CVDQuoding 0.806 0.760
HiAICS 0.740 0.560

Overall Average 0.773 0.660

Table 2: Relevant code assignments averaged across
interviews and evaluators, from human and AI coders;
results for each evaluator are in Table 5 in the Appendix

• (R) Relevance (Alignment with Code & Re-
search Goals): Findings should address the
research objectives and the assigned code.

• (I) Insight (Insightfulness, Novelty & Non-
Triviality): Findings should reveal deeper,
non-obvious insights of intellectual value and
avoid surface-level observations or trivialities.

For the HiAICS dataset, three experts who were
asked to read the interviews before rated each find-
ing on a 5-point Likert scale across these dimen-
sions. The %HQ metric (percentage of high-quality
findings) reflects the proportion of codes yielding
at least one finding with an average rating of 4.00
or higher across experts and criteria.

Mean SD % HQ

Grounding 3.42 0.61 –
Relevance 3.76 0.41 –
Insight 3.29 0.46 –

Overall Quality 3.49 0.38 32.25

Table 3: Evaluation scores for AICoE findings on Hi-
AICS across 31 codes (151 total findings), detailed re-
sults for all findings are in Table 7 and exemplary, high-
quality findings are in Figure 4, both in the Appendix

5 Discussion

Alignments, Gaps, and New Perspectives in
Codebooks. The codebook alignments (Table 1)
indicate that AICoE is not meaningfully more diver-
gent from either human-coded schema than the two
human codebooks are from each other. However, a
closer manual inspection of the codebooks reveals
that AICoE tends to prioritize thematic concepts,
whereas human coders occasionally add codes re-
flecting individual interviewee experiences (e.g.,
“Biographical Context” or “Personal Work”). No-
tably, all three codebooks contained unique codes
unmatched by the others, underscoring AICoE’s
potential to complement human analysis by offer-
ing alternative perspectives that can aid researchers
in refining and expanding their codebooks.
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Coding Performance Disparities. The observed
performance gap between human and AI coding
in HiAICS (∆ = 0.180) compared to CVDQuod-
ing (∆ = 0.046) presumably stems from inher-
ent data characteristics. First and most impor-
tantly, CVDQuoding consists of structured inter-
views with predefined questions, likely providing
clearer thematic boundaries that facilitate more con-
sistent coding. Second, an interview in HiAICS
contains, on average, approximately twice the word
count (10,663 versus 5,163 words), increasing the
complexity for the model to maintain contextual co-
herence. This aligns with previous evidence show-
ing that LLM performance generally degrades as
the context length increases (Liu et al., 2024). Fi-
nally, the ASR-generated transcripts in HiAICS
introduce linguistic noise through transcription ar-
tifacts and speech disfluencies.

Finding Meaning in Data. The results in Table
3 underscore that AICoE reliably identifies the-
oretically relevant patterns, achieving an overall
quality score of 3.49 with 32.25% of codes with
high-quality findings (≥ 4.00). Grounding (3.42)
and relevance (3.76) outperformed insight (3.29),
reflecting strength in anchoring findings in data and
aligning them with research objectives while high-
lighting the difficulty of automating interpretative
depth. Inter-rater correlations (see Appendix B.3.1)
reveal more consistent assessments for grounding
(E2–E3: r = 0.6471), but low agreement for rel-
evance and insight (max r = 0.1194 and 0.2478),
indicating more subjective judgments in evaluating
thematic alignment and the novelty of findings.

AI-Augmented Ethnography. While our ap-
proach presents a systematic pipeline for qualitative
analysis, it should not be viewed solely through the
lens of automation. Rather, the framework em-
braces human expertise and allows for critical inter-
vention at every stage. The unified codebook, in par-
ticular, serves as a ’checkpoint’ where researchers
can review, refine, and adjust consolidated codes
before proceeding to code application and pattern
finding. Importantly, our framework also supports
deductive coding approaches, allowing researchers
to bypass the open coding and code consolidation
stages by directly applying a pre-existing or theory-
driven codebook. This flexibility extends through-
out the pipeline – researchers can iterate through
stages multiple times, run parallel samples, or mod-
ify intermediate outputs as needed. The pattern
finding stage, as a final step, exemplifies this col-

laboration, where computational analysis assists
human insight rather than replaces it.

Tool, Partner, or Epistemic Medium? Based
on these considerations, it is imperative to clarify
that the AI Co-Ethnographer is conceptualized nei-
ther as a mere instrument nor as a quasi-human
agent. We must conscientiously avoid both an-
thropomorphic and anthropocentric framings, and
equally guard against its reduction to a static, pre-
determined technological artifact. Rather, we posit
the AI Co-Ethnographer as an epistemic medium,
one that facilitates and supports the generation of
knowledge, while remaining subject to critical re-
flection. Serving as such a medium, the AI Co-
Ethnographer enriches the research infrastructure
that underpins ethnographic and, more comprehen-
sively, qualitative research.

Multimodality and Data Heterogeneity. Future
research must address the inherent multimodality
and data heterogeneity of scientific processes re-
lated to the analysis of qualitative data. While our
pipeline focuses on textual data (interview tran-
scripts), scientific activity extends far beyond text.
It encompasses diverse multimodal inputs or me-
dia: spoken language (interviews, lectures, meet-
ings), visual elements (slides, graphics, videos),
and discipline-specific sensor data (Yang et al.,
1998; Bett et al., 2000). Scientific discussions, for
instance, exemplify this multimodality, integrat-
ing spoken interaction, nonverbal cues like gesture
and gaze, or the presentation of visual materials.
Achieving a broader, faster, and more contextual-
ized understanding of scientific processes requires
developing methods to process, interpret, and syn-
thesize these diverse, cross-modal signals.

6 Conclusion

The AI Co-Ethnographer demonstrates both the po-
tential and limitations of AI-supported qualitative
research. Our evaluation reveals robust codebook
development, reasonable code assignments, and
the ability to generate meaningful findings. This
represents a promising direction for qualitative re-
search, enabling the processing of large volumes of
data while maintaining analytical depth. Beyond
functioning as a mere tool, AICoE serves as an
epistemic medium in the research process.
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Limitations

Debates continue over the extent to which ethno-
graphic approaches to qualitative research can be
automated or delegated to AI systems. However,
larger amounts of ethnographic data can only be
analyzed with the support of corresponding sys-
tems. In the context of our research, every phase
of qualitative data analysis remains intrinsically
tied to ethnographic experience and observation of
human subjects. Future refinements to our frame-
work could prioritize the specificities inherent in
ethnographic data analysis, placing them at the core
of this epistemic conduit. For instance, we might
contemplate a more nuanced synthesis of interview
transcripts and observational records, such as field
notes. However, we consider it an asset, rather
than a liability, that this proposed epistemic con-
duit offers flexible support for the annotation and
interpretation of qualitative research data beyond
solely ethnographic contexts. Consequently, it has
the potential to reshape how AI supports transdisci-
plinary qualitative research in the future.

Ethics

The use of LLMs for automatic coding and quali-
tative analysis of research materials involves ethi-
cal challenges related to data privacy, algorithmic
biases, and transparency. Researchers should en-
sure that participant data is adequately protected
and obtain their informed consent for AI-assisted
analysis. It is essential to critically evaluate po-
tential biases in LLM-generated annotations and
interpretations and to ensure transparency in AI’s
role in the analytical process. Clear authorship and
accountability guidelines are necessary for LLM-
assisted qualitative analysis. Finally, it is important
to balance leveraging AI’s ability to handle massive
datasets with maintaining rigorous ethical research
standards.
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A Pipeline Prompts

Open Coding

You are an AI assistant tasked with suggesting relevant codes for an ethnographic interview transcript. In ethnography,
coding is the process of assigning labels or categories to segments of qualitative data to identify themes and patterns.
This is a crucial step in analyzing interview data.

You will be presented with a transcript from an ethnographic interview. Your task is to suggest a set of codes that are
relevant to this transcript. Remember, you are not assigning codes to specific sentences but rather proposing a list of
codes that could be used to analyze this transcript.

Here is the transcript:

<transcript>
<transcript>
</transcript>

Please analyze this transcript and suggest a set of codes that could be used to categorize and understand the themes
present in the interview. Follow these guidelines:

1. Codes should be concise, typically consisting of one to three words
2. Codes should capture key concepts, themes, or ideas present in the transcript
3. Aim for a mix of descriptive codes (what is happening) and interpretive codes (the underlying meaning)
4. Consider both explicit content and implicit meanings in the transcript
5. Avoid overly broad or vague codes
6. You are free to suggest up to <max_codes> codes, depending on the complexity and length of the transcript
7. Provide a brief description (up to 20 words) for each code to clarify its meaning and application that differentiates

it from other codes.

Optional

You will be provided context that you can and should consider when suggesting codes.

<context>
<context>
</context>

Before providing your final list of codes, use the <scratchpad> to think through your process:

<scratchpad>

1. Identify the main topics discussed in the interview
2. Note any recurring themes or ideas
3. Consider the context and any underlying meanings
4. Think about the interviewee’s experiences, attitudes, and behaviors
5. Reflect on how these elements could be categorized into codes

</scratchpad>

Now, please provide your suggested list of codes for this transcript. Present your codes in the following format:

<suggested_codes>

• Code 1 | Description that explains the meaning and context of Code 1 in up to 20 words
• Code 2 | Description that explains the meaning and context of Code 2 in up to 20 words

...

</suggested_codes>

Remember, these codes should be relevant to the given transcript and useful for further analysis in an ethnographic study.
Do not write content outside <scratchpad> or <suggested_codes>.

Parameters

• <transcript>: The raw interview transcript to analyze
• <context>: Optional additional context to consider
• <max_codes>: Maximum number of codes to suggest

81



Code Consolidation

You are an AI assistant tasked with generating a comprehensive set of codes based on multiple ethnographic interviews.
Your goal is to create a coherent and inclusive set of codes that covers the themes from all the interviews provided.

Optional

You will be provided context that you can and should consider when creating your final set of codes.

<context>
<context>
</context>

You will be presented with sets of codes generated from multiple interviews. These codes are contained in the following
variable:

<interview_codes>
<interview_codes>
</interview_codes>

Analyze these sets of codes and create a single, comprehensive set that encompasses the themes from all interviews.
Follow these guidelines:

1. Review all the code sets carefully, identifying common themes and unique concepts.
2. Combine similar codes across different interviews, choosing the most descriptive and clear wording.
3. Generalize codes when appropriate to capture broader themes that appear across multiple interviews.
4. Retain unique codes that represent important themes specific to individual interviews.
5. Ensure that the final set of codes is balanced, covering all major themes present in the original code sets.
6. Aim for clarity and conciseness in your final codes, typically using one to three words per code.
7. Provide a brief description (up to 20 words) for each code to clarify its meaning and application that differentiates

it from other codes.

Before providing your final list of codes, use the <scratchpad> to think through your process:

<scratchpad>

1. Identify recurring codes and themes across all interviews
2. Note any unique codes that represent important individual perspectives
3. Consider how to merge similar codes without losing nuance
4. Reflect on potential broader categories that could encompass multiple codes
5. Ensure all major themes from the original code sets are represented

</scratchpad>

Now, please provide your comprehensive set of codes based on all the interviews. Present your codes in the following
format:

<comprehensive_codes>

• Code 1 | Description that explains the meaning and context of Code 1 in up to 20 words
• Code 2 | Description that explains the meaning and context of Code 2 in up to 20 words
• Code 3 | Description that explains the meaning and context of Code 3 in up to 20 words

...

</comprehensive_codes>

Remember, your final set should have no more than <max_codes> codes. Ensure that these codes are relevant, clear,
and useful for further analysis in an ethnographic study. Do not write content outside <scratchpad> or <comprehen-
sive_codes>.

Parameters

• <interview_codes>: The sets of codes from multiple interviews
• <context>: Optional additional context to consider
• <max_codes>: Maximum number of codes to present in the final set
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Code Application

You are an AI assistant tasked with analyzing an ethnographic interview and extracting relevant parts that correspond to a
specific code from a given taxonomy. Follow these instructions carefully:

1. First, you will be presented with the full text of an interview:

<interview>
<interview>
</interview>

2. Next, you will be given a taxonomy of codes with its differentiating descriptions:

<taxonomy>
<set_of_codes>
</taxonomy>

3. You will be focusing on one specific code from this taxonomy:

<code>
<specific_code>
</code>

4. Your task is to carefully read through the interview text and identify parts that are most important or salient in relation
to the specified code. These parts should justify assigning the code to those sections of the interview.

5. When you find relevant parts, list them in the following format:

• - <part>exact text from the interview</part>

• - <part>another exact text from the interview</part>

• (Continue this format for all relevant parts you find)

Important notes:
• Do not change the content of the extracted parts in any way.
• Include only the most relevant and important parts. Quality is more important than quantity.
• Ensure that each extracted part corresponds to exactly one line from the original interview. Do not merge multiple

lines or extract partial lines.
• Ensure that the extracted parts, when taken together, provide a clear justification for assigning the specified code.

6. If you cannot find any parts of the interview that are relevant to the specified code, respond with:

None

Remember, your goal is to provide an accurate and focused analysis that helps understand how the specified code applies
to this interview. Be thorough in your examination but selective in your choices of relevant parts. Present your findings
without any additional commentary. Start your response with either the list of parts or “None” if no relevant parts are
found.

Parameters

• <interview>: The full text of the ethnographic interview
• <set_of_codes>: The taxonomy of codes with differentiating descriptions
• <specific_code>: The single code from the taxonomy that you must focus on
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Pattern Finding

You are an AI assistant tasked with the final stage of an automated ethnography pipeline: Pattern Finding. Your goal
is to analyze coded segments from multiple interviews and generate theoretical findings based on this primary, coded data.

You will be presented with coded segments for a specific code found across all interviews. These segments are contained
in the following variable:

<coded_segments>
<coded_segments>
</coded_segments>

The specific code these segments relate to is:

<code>
<code>
</code>

Your task is to carefully analyze these coded segments and identify meaningful patterns, themes, or theoretical findings.
Follow these guidelines:

1. Read through all the coded segments thoroughly, paying attention to recurring ideas, contradictions, and unique
perspectives.

2. Look for connections between different segments that might reveal deeper insights or patterns.
3. Aim to generate 3–5 significant findings or patterns. Focus on quality over quantity.
4. Prioritize non-trivial findings that go beyond surface-level observations.
5. Each finding should be supported by evidence from multiple coded segments when possible.

Before presenting your final findings, use the <scratchpad> to think through your analysis:

<scratchpad>

1. Identify recurring themes or ideas across the coded segments
2. Note any contradictions or divergent perspectives
3. Consider how these segments relate to the specific code and the broader context of the study
4. Reflect on potential deeper meanings or implications of the data
5. Formulate initial ideas for findings or patterns

</scratchpad>

Now, present your findings in the following format:

<findings>

1. Brief title of finding
[Detailed explanation of the finding, including supporting evidence from the coded segments]

2. Brief title of finding
[Detailed explanation of the finding, including supporting evidence from the coded segments]

3. [Continue this format for all findings]

</findings>

Remember to focus on generating insightful, non-trivial findings that contribute to a deeper understanding of the research
topic. Ensure that your findings are well-supported by the data and relevant to the specific code and overall research
context.

Parameters

• <coded_segments>: The coded segments from multiple interviews that relate to the specific code
• <code>: The code under analysis for which the segments have been collected
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B Detailed Evaluation Results

B.1 Semantic Relatedness of Codebooks

# Rel. Distribution of Relationships
N M C P U τsem Mean τsem

Coder A – Coder B
Evaluator 1 28 0.154 0.352 0.185 0.308 0.493

0.584Evaluator 2 49 0.154 0.386 0.445 0.015 0.647
Evaluator 3 47 0.339 0.301 0.122 0.238 0.611
Coder A – AI
Evaluator 1 35 0.191 0.396 0.191 0.223 0.563

0.638Evaluator 2 45 0.064 0.522 0.382 0.032 0.620
Evaluator 3 101 0.364 0.523 0.000 0.113 0.730
Coder B – AI
Evaluator 1 36 0.152 0.517 0.136 0.195 0.582

0.545Evaluator 2 72 0.030 0.688 0.222 0.060 0.623
Evaluator 3 36 0.061 0.515 0.016 0.409 0.429

Table 4: Relationship distributions between codebooks from human coders and AICoE, as evaluated by annotators

B.2 Relevance Scores of Code Assignments

Int. ID Human AI

Evaluator 1 1 0.926 0.960
2 0.984 0.967
3 0.994 0.992

Evaluator 2 1 0.759 0.854
2 0.875 0.797
3 0.872 0.671

Evaluator 3 1 0.519 0.510
2 0.661 0.625
3 0.667 0.461

Overall Average 0.806 0.760

(a) Scores for the CVDQuoading dataset

Int. ID Human AI

Evaluator 1 1 0.685 0.551
2 0.881 0.643
3 0.966 0.935

Evaluator 2 1 0.849 0.721
2 0.944 0.599
3 0.896 0.673

Evaluator 3 1 0.542 0.389
2 0.457 0.224
3 0.444 0.263

Overall Average 0.740 0.560

(b) Scores for the HiAICS dataset

Table 5: Relevant code assignments from human and AI coders for each interview and evaluator

B.3 Evaluation of Theoretical Findings
B.3.1 Correlation Coefficients

Criterion E1-E2 E1-E3 E2-E3

Grounding -0.0430 0.0269 0.6471
Relevance 0.0064 0.0603 0.1194
Insight 0.0846 -0.0384 0.2478

Table 6: Correlation Coefficients between Evaluators for Each Criterion
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B.3.2 Quality of Theoretical Findings

Code Grounding Avg Relevance Avg Insight Avg Avg
E1 E2 E3 E1 E2 E3 E1 E2 E3

AI Critique

5 4 5 4.67 4 4 3 3.67 3 3 3 3.00 3.78
4 5 4 4.33 4 3 4 3.67 4 4 2 3.33 3.78
4 4 5 4.33 4 5 4 4.33 3 5 4 4.00 4.22
4 4 5 4.33 4 4 5 4.33 3 4 5 4.00 4.22
3 2 1 2.00 4 2 4 3.33 4 3 4 3.67 3.00

AI for
Science

4 4 3 3.67 4 5 4 4.33 4 3 4 3.67 3.89
4 4 2 3.33 4 5 3 4.00 4 3 1 2.67 3.33
4 5 5 4.67 3 5 4 4.00 4 3 3 3.33 4.00
4 3 5 4.00 4 5 4 4.33 4 3 3 3.33 3.89
3 4 4 3.67 4 5 4 4.33 4 4 3 3.67 3.89

Algorithm

3 4 5 4.00 3 4 3 3.33 3 3 2 2.67 3.33
4 4 3 3.67 4 4 4 4.00 4 3 3 3.33 3.67
4 3 3 3.33 4 3 4 3.67 4 3 4 3.67 3.56
4 4 3 3.67 4 4 3 3.67 3 4 4 3.67 3.67
4 3 3 3.33 4 4 4 4.00 4 3 4 3.67 3.67

Algorithmic
Biases

4 5 5 4.67 4 5 4 4.33 4 5 3 4.00 4.33
4 3 5 4.00 4 5 4 4.33 3 4 4 3.67 4.00
4 3 3 3.33 5 5 4 4.67 4 4 3 3.67 3.89
4 4 4 4.00 4 3 3 3.33 4 3 3 3.33 3.55
4 3 3 3.33 4 3 3 3.33 4 4 4 4.00 3.55

Autonomy
& Agency

3 3 4 3.33 4 2 3 3.00 4 2 2 2.67 3.00
4 3 3 3.33 4 2 3 3.00 4 2 3 3.00 3.11
4 2 3 3.00 4 2 4 3.33 4 2 4 3.33 3.22
3 2 3 2.67 3 3 3 3.00 3 2 2 2.33 2.67
4 4 3 3.67 4 4 4 4.00 4 3 2 3.00 3.56

Biographical
Context

4 5 4 4.33 3 4 4 3.67 3 4 4 3.67 3.89
4 4 4 4.00 4 3 5 4.00 4 4 3 3.67 3.89
3 3 3 3.00 3 4 4 3.67 3 3 3 3.00 3.22
3 4 3 3.33 4 3 4 3.67 3 3 3 3.00 3.33
4 3 3 3.33 3 3 4 3.33 3 3 4 3.33 3.33

Black Box

4 3 4 3.67 4 4 4 4.00 3 3 2 2.67 3.45
4 2 3 3.00 4 3 4 3.67 4 4 3 3.67 3.45
4 2 3 3.00 4 3 4 3.67 3 2 2 2.33 3.00
2 2 3 2.33 4 4 4 4.00 3 3 4 3.33 3.22

Data

4 4 4 4.00 3 3 4 3.33 2 3 3 2.67 3.33
4 3 3 3.33 4 4 5 4.33 4 4 3 3.67 3.78
4 3 3 3.33 3 4 4 3.67 2 4 5 3.67 3.56
3 4 4 3.67 3 4 4 3.67 3 3 3 3.00 3.45

Epistemic
and Infras-
tructural
Media

3 5 5 4.33 3 4 4 3.67 3 5 3 3.67 3.89
3 4 3 3.33 3 4 5 4.00 2 3 4 3.00 3.44
4 3 3 3.33 4 4 5 4.33 3 4 4 3.67 3.78
3 3 4 3.33 3 4 4 3.67 3 3 3 3.00 3.33
3 2 2 2.33 3 4 5 4.00 3 3 5 3.67 3.33

Expert
Systems

4 4 4 4.00 4 4 5 4.33 4 4 3 3.67 4.00
3 3 4 3.33 4 5 4 4.33 3 3 3 3.00 3.55
3 3 4 3.33 3 5 3 3.67 3 3 3 3.00 3.33
4 3 3 3.33 4 4 5 4.33 4 3 4 3.67 3.78
4 3 3 3.33 3 4 4 3.67 3 3 4 3.33 3.44

Expertise
Compe-
tence

3 4 4 3.67 4 5 3 4.00 4 3 2 3.00 3.56
4 3 4 3.67 4 4 4 4.00 4 2 3 3.00 3.56
4 3 4 3.67 4 4 4 4.00 4 3 4 3.67 3.78
4 1 3 2.67 4 3 3 3.33 3 2 3 2.67 2.89
4 3 4 3.67 4 4 4 4.00 4 3 3 3.33 3.67

Facial
Recogni-
tion

5 3 4 4.00 4 2 4 3.33 4 4 4 4.00 3.78
4 3 2 3.00 4 4 4 4.00 4 3 3 3.33 3.44
4 2 2 2.67 4 3 4 3.67 3 3 3 3.00 3.11
3 2 2 2.33 3 4 3 3.33 3 2 2 2.33 2.66
4 1 2 2.33 3 3 4 3.33 3 3 4 3.33 3.00

First
Encounters
with AI

4 5 4 4.33 4 4 4 4.00 4 4 4 4.00 4.11
3 3 3 3.00 3 4 4 3.67 3 3 3 3.00 3.22
2 4 4 3.33 2 4 4 3.33 2 2 3 2.33 3.00
3 3 3 3.00 3 4 4 3.67 3 3 4 3.33 3.33
4 3 3 3.33 4 4 4 4.00 4 4 3 3.67 3.67

Format

3 2 4 3.00 3 3 3 3.00 3 3 2 2.67 2.89
3 2 3 2.67 4 2 3 3.00 3 2 4 3.00 2.89
4 3 3 3.33 4 3 4 3.67 4 4 4 4.00 3.67
4 2 3 3.00 4 3 4 3.67 3 3 4 3.33 3.33
3 2 2 2.33 4 3 3 3.33 4 3 4 3.67 3.11

Generative
AI

2 5 4 3.67 3 4 4 3.67 3 4 3 3.33 3.56
4 3 3 3.33 3 4 3 3.33 3 3 4 3.33 3.33
4 4 4 4.00 3 3 4 3.33 3 2 3 2.67 3.33
3 2 1 2.00 3 4 3 3.33 3 3 2 2.67 2.67
4 3 3 3.33 4 5 4 4.33 4 3 4 3.67 3.78

Historical
Perspec-
tives on AI,
ML, ANN

3 3 4 3.33 3 4 4 3.67 3 4 3 3.33 3.44
3 3 4 3.33 3 2 4 3.00 3 2 3 2.67 3.00
3 3 3 3.00 3 3 4 3.33 3 2 3 2.67 3.00
3 3 3 3.00 3 3 4 3.33 3 3 2 2.67 3.00
3 3 3 3.00 3 4 4 3.67 3 3 3 3.00 3.22

Code Grounding Avg Relevance Avg Insight Avg Avg
E1 E2 E3 E1 E2 E3 E1 E2 E3

Images

5 4 5 4.67 4 4 3 3.67 3 3 3 3.00 3.78
4 5 4 4.33 4 3 4 3.67 4 4 2 3.33 3.78
4 4 5 4.33 4 5 4 4.33 3 5 4 4.00 4.22
4 4 5 4.33 4 4 5 4.33 3 4 5 4.00 4.22
3 2 1 2.00 4 2 4 3.33 4 3 4 3.67 3.00

Institutions

4 4 3 3.67 4 5 4 4.33 4 3 4 3.67 3.89
4 4 2 3.33 4 5 3 4.00 4 3 1 2.67 3.33
4 5 5 4.67 3 5 4 4.00 4 3 3 3.33 4.00
4 3 5 4.00 4 5 4 4.33 4 3 3 3.33 3.89
3 4 4 3.67 4 5 4 4.33 4 4 3 3.67 3.89

Machine
Learning,
ANN & DL

3 4 5 4.00 3 4 3 3.33 3 3 2 2.67 3.33
4 4 3 3.67 4 4 4 4.00 4 3 3 3.33 3.67
4 3 3 3.33 4 3 4 3.67 4 3 4 3.67 3.56
4 4 3 3.67 4 4 3 3.67 3 4 4 3.67 3.67
4 3 3 3.33 4 4 4 4.00 4 3 4 3.67 3.67

Media
Studies and
Visual
Culture
Studies

4 5 5 4.67 4 5 4 4.33 4 5 3 4.00 4.33
4 3 5 4.00 4 5 4 4.33 3 4 4 3.67 4.00
4 3 3 3.33 5 5 4 4.67 4 4 3 3.67 3.89
4 4 4 4.00 4 3 3 3.33 4 3 3 3.33 3.55
4 3 3 3.33 4 3 3 3.33 4 4 4 4.00 3.55

Pattern
Recogni-
tion

3 3 4 3.33 4 2 3 3.00 4 2 2 2.67 3.00
4 3 3 3.33 4 2 3 3.00 4 2 3 3.00 3.11
4 2 3 3.00 4 2 4 3.33 4 2 4 3.33 3.22
3 2 3 2.67 3 3 3 3.00 3 2 2 2.33 2.67
4 4 3 3.67 4 4 4 4.00 4 3 2 3.00 3.56

Political &
Economic
Contexts of
(Applied)
AI

4 5 4 4.33 3 4 4 3.67 3 4 4 3.67 3.89
4 4 4 4.00 4 3 5 4.00 4 4 3 3.67 3.89
3 3 3 3.00 3 4 4 3.67 3 3 3 3.00 3.22
3 4 3 3.33 4 3 4 3.67 3 3 3 3.00 3.33
4 3 3 3.33 3 3 4 3.33 3 3 4 3.33 3.33

Project
Description

4 3 4 3.67 4 4 4 4.00 3 3 2 2.67 3.45
4 2 3 3.00 4 3 4 3.67 4 4 3 3.67 3.45
4 2 3 3.00 4 3 4 3.67 3 2 2 2.33 3.00
2 2 3 2.33 4 4 4 4.00 3 3 4 3.33 3.22

Publications

4 4 4 4.00 3 3 4 3.33 2 3 3 2.67 3.33
4 3 3 3.33 4 4 5 4.33 4 4 3 3.67 3.78
4 3 3 3.33 3 4 4 3.67 2 4 5 3.67 3.56
3 4 4 3.67 3 4 4 3.67 3 3 3 3.00 3.45

Research
Interest
Challenges
Limitations

3 5 5 4.33 3 4 4 3.67 3 5 3 3.67 3.89
3 4 3 3.33 3 4 5 4.00 2 3 4 3.00 3.44
4 3 3 3.33 4 4 5 4.33 3 4 4 3.67 3.78
3 3 4 3.33 3 4 4 3.67 3 3 3 3.00 3.33
3 2 2 2.33 3 4 5 4.00 3 3 5 3.67 3.33

Sensors &
Infrastruc-
tures &
Platforms

4 4 4 4.00 4 4 5 4.33 4 4 3 3.67 4.00
3 3 4 3.33 4 5 4 4.33 3 3 3 3.00 3.55
3 3 4 3.33 3 5 3 3.67 3 3 3 3.00 3.33
4 3 3 3.33 4 4 5 4.33 4 3 4 3.67 3.78
4 3 3 3.33 3 4 4 3.67 3 3 4 3.33 3.44

Speculations
Ideologies
Imagina-
tions of AI

3 4 4 3.67 4 5 3 4.00 4 3 2 3.00 3.56
4 3 4 3.67 4 4 4 4.00 4 2 3 3.00 3.56
4 3 4 3.67 4 4 4 4.00 4 3 4 3.67 3.78
4 1 3 2.67 4 3 3 3.33 3 2 3 2.67 2.89
4 3 4 3.67 4 4 4 4.00 4 3 3 3.33 3.67

Terms &
Definitions

5 3 4 4.00 4 2 4 3.33 4 4 4 4.00 3.78
4 3 2 3.00 4 4 4 4.00 4 3 3 3.33 3.44
4 2 2 2.67 4 3 4 3.67 3 3 3 3.00 3.11
3 2 2 2.33 3 4 3 3.33 3 2 2 2.33 2.66
4 1 2 2.33 3 3 4 3.33 3 3 4 3.33 3.00

Tools &
Methods

4 5 4 4.33 4 4 4 4.00 4 4 4 4.00 4.11
3 3 3 3.00 3 4 4 3.67 3 3 3 3.00 3.22
2 4 4 3.33 2 4 4 3.33 2 2 3 2.33 3.00
3 3 3 3.00 3 4 4 3.67 3 3 4 3.33 3.33
4 3 3 3.33 4 4 4 4.00 4 4 3 3.67 3.67

Trust

3 2 4 3.00 3 3 3 3.00 3 3 2 2.67 2.89
3 2 3 2.67 4 2 3 3.00 3 2 4 3.00 2.89
4 3 3 3.33 4 3 4 3.67 4 4 4 4.00 3.67
4 2 3 3.00 4 3 4 3.67 3 3 4 3.33 3.33
3 2 2 2.33 4 3 3 3.33 4 3 4 3.67 3.11

Uses of AI
for...

2 5 4 3.67 3 4 4 3.67 3 4 3 3.33 3.56
4 3 3 3.33 3 4 3 3.33 3 3 4 3.33 3.33
4 4 4 4.00 3 3 4 3.33 3 2 3 2.67 3.33
3 2 1 2.00 3 4 3 3.33 3 3 2 2.67 2.67
4 3 3 3.33 4 5 4 4.33 4 3 4 3.67 3.78

Average 3.64 3.22 3.41 3.42 3.66 3.75 3.86 3.76 3.41 3.19 3.27 3.29 3.49

Table 7: Evaluation results of all findings for all three evaluators and criteria
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C Examplary Outputs

C.1 Codebooks

Codebook Comparison

Coder 1

• AI Critique
• AI for Science
• Algorithm
• Algorithmic Biases
• Autonomy & Agency
• Biographical Context
• Black Box
• Data
• Epistemic and Infrastructural of

Media
• Expert Systems
• Expertise & Competence
• Facial Recognition
• First Encounters with AI
• Format
• Generative AI
• Historical Perspectives on AI, ML,

ANN
• Images
• Institutions
• Machine Learning, ANN, DL
• Media Studies - Bildwissenschaft -

Visual Culture Studies
• Pattern Recognition
• Political & Economic Contexts of

(Applied) AI
• Project Description
• Publications
• Research Interest, Challenges,

Limitations
• Sensors, Infrastructures & Plat-

forms
• Speculations, Ideologies, Imagina-

tions of AI
• Terms & Definitions
• Tools & Methods
• Trust
• Uses of AI for...

Coder 2

• AI Critique
• AI History
• Automation of Work
• Commercialization
• Continuities In Research
• Data Availability
• Data Practices
• Definition of Discipline
• Depiction of AI
• Expertise
• Future Areas of Research
• History of Climate Science
• History of Discipline
• History of Facial Recognition
• History of Photography
• History of Physics
• Interview Technicalities
• Large Language Models
• Limitations of AI
• New Questions Through AI
• Pattern Recognition
• Personal Approach To AI
• Philosophical Implications of AI
• Politics of Infrastructure
• Possible AI Applications
• Practices In Climate Science
• Prediction
• Programming Practices
• Recent Developments In Research
• Recent Personal Work
• Recent Publications
• Research Practice
• Rule-Based AI
• Ruptures Through AI

AICoE

• AI Applications
• AI Critique
• Automation
• Bildwissenschaft
• Black Box Problem
• Climate Science
• Critical Theory
• Data Quality
• Digital Literacy
• Epistemological Questions
• Epistemology
• Ethics
• Extractivism
• Facial Recognition
• Future Directions
• Fuzziness
• Generative AI
• Human-AI Interaction
• Image Manipulation
• Infrastructures
• Interdisciplinary
• Machine Learning
• Media Influence
• Model Limitations
• Neocolonialism
• Neural Networks
• Pattern Recognition
• Prediction Challenges
• Style Transfer
• Surveillance Capitalism
• Uncertainty
• Visual Culture

Figure 2: Side-by-side comparison of the codebooks developed by two human coders and the AICoE system for
analyzing the HiAICS data. The comparison highlights overlapping themes, distinct coding approaches, and varying
emphases in categories such as technical concepts, historical perspectives, ethical considerations, and individual
interviewee experiences.
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C.2 Codebook Relations

Matches (1:1)

Future Areas of Research Future Directions

AI Critique AI Critique

Limitations of AI Model Limitations

Automation of Work Automation

Pattern Recognition Pattern Recognition

Containment Example (1:n)

AI Critique

Critical Theory Digital Literacy Surveillance Capitalism Neocolonialism Extractivism

Partial Overlaps Examples

History of Photography Style Transfer

Style Transfer of Photography

History of Photography Image Manipulation

Manipulation of Photographs

AI History Neural Networks

Neural Networks is a type of AI

Philosophical Implications of AI Automation

Automation might be one implication

Multi-Relationship Example

AI Critique
(Model)

AI Critique
(Reference)Match

Critical Theory
Contains

Surveillance
Capitalism

Contains

Digital
Literacy

Contains

Neo-
colonialism

Contains

Figure 3: Examplary visualization of select relationships between codes between a human-developed codebook and
the codebook of AICoE, as annotated by one of our expert annotators
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C.3 Findings

Finding 1 Quality Score: 4.33

Pervasiveness of Algorithmic Biases

The coded segments illustrate that algorithmic biases are not limited to a specific domain
but are a widespread issue affecting various applications of AI and machine learning. For
instance, Speaker 0 in Interview_ _20240905 discusses how biases can lead to incorrect
predictions in climate modeling when the system encounters new, unseen data. Similarly,
Speaker 0 in Interview_ _20241016 highlights the persistent problem of bias in facial
recognition technology. This pervasiveness underscores the need for a comprehensive approach
to addressing biases, one that considers the unique challenges and implications of each domain.

Finding 2 Quality Score: 4.33

Interdisciplinary Approach to Visual Culture

The coded segments suggest that combining Bildwissenschaft (focusing on the singular, au-
tonomous image) with media studies (considering image economies and infrastructures) pro-
vides a more comprehensive understanding of AI’s impact on visual culture. This is evident
in Speaker 0’s remark from Interview_ _20241016, where they mention the need to
combine approaches from Bildwissenschaft with media studies to deal with both the historical,
singular image and the broader image ecologies. This integration is crucial for navigating the
changing landscape of visual content production and analysis, especially with the advent of
AI-generated images.

Finding 3 Quality Score: 4.00

Evolution of Expert Systems

The concept of expert systems has undergone significant evolution, from being heavily reliant
on rule-based systems and knowledge engineering to embracing more data-driven approaches.
This shift is evident in Speaker 1’s discussion from Interview_ _20141016, where
they mention, “Today, if you want to build a similar concept, an expert system, instead of
interviewing the experts, medical doctors asking them about, tell me about these symptoms and
this illness and this, et cetera, you would take data, raw data.” This evolution suggests a move
towards leveraging machine learning and potentially generative AI models, as hinted at with
the mention of “generative pre-trained transformer” in the same interview.

Figure 4: High-quality findings generated by AI Co-Ethnographer from the HiAICS dataset, as rated by three
evaluators. The Quality Score (1.00–5.00) represents the average across all evaluators and criteria.
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D Human Evaluation Interfaces

Figure 5: Evaluation interface that allows human annotators to specify the relationships between different codebooks

Figure 6: Evaluation interface used by human annotators to assess the relevance of code assignments

Figure 7: Evaluation interface used by human annotators to assess theoretical findings generated by AICoE
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