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Abstract

Egyptian Arabic (EA) NLP resources have
mainly focused on Cairene Egyptian Arabic
(CEA), leaving sub-dialects like Sa’idi Egyp-
tian Arabic (SEA) underrepresented. This pa-
per introduces the first SEA corpus — an open-
source, 4-million-word literary dataset of a
dialect spoken by 25 million Egyptians. To
validate its representation, we analyze SEA-
specific linguistic features from dialectal sur-
veys, confirming a higher prevalence in our
corpus compared to existing EA datasets. Our
findings offer insights into SEA’s orthographic
representation in morphology, phonology, and
lexicon, incorporating CODA* guidelines for
normalization.

1 Introduction

Dialectal Arabic (DA) has been a focus of Arabic
NLP throughout the past few decades, the most ad-
vanced DA being Egyptian Arabic (EA) (Gadalla
et al., 1997; Kilany et al., 2002; Maamouri et al.,
2014; Jeblee et al., 2014; Fashwan and Alansary,
2021; Habash et al., 2022). EA NLP applica-
tions and resources primarily feature the most pres-
tigious EA sub-dialect, Cairene Egyptian Ara-
bic (CEA), while sub-dialects such as Sa’idi Egyp-
tian Arabic (SEA) are marginalized. As repre-
sentation within the training data (upstream) influ-
ences representation within language technology
(downstream), lack of DA sub-dialect resources
impacts the representation of DA sub-dialects in
Arabic NLP (Dunn, 2020; Tachicart et al., 2022)
The focus on CEA over SEA in Arabic NLP is
not intentionally biased against SEA, but motivated
by the prominence and high accessibility of CEA.
SEA speakers tend to avoid using marked dialec-
tal features in online writing (Eida et al., 2024),
making it challenging to develop representative tex-
tual resources. To address this, we target literature,
where SEA speakers intentionally use their dialect,

particularly in Sa’idi novels and poetry. This non-
face-threatening context allows for the deliberate
use of marked features and offers insight into how
non-SEA speakers perceive SEA linguistic produc-
tion.

This paper has three main goals. First, we collect
the first SEA corpus, a literary dataset of novels,
poetry, and short stories, representing a marginal-
ized dialect under-explored in linguistics, literature,
digital humanities and NLP. Second, we assess
SEA dialectal feature representation and find
that our corpus better reflects SEA than naturally-
occurring tweets. These insights guide efforts to
integrate SEA alongside CEA in language tech-
nologies and digital humanities research. Finally,
we present a preliminary study on SEA morpho-
logical annotation, a key step toward developing
analyzers for NLP and digital humanities tasks that
require word-form abstractions due to the morpho-
logical richness of Arabic and SEA.!

2 Background and Related Work

Modern Standard Arabic (MSA) is the official lan-
guage of Egypt, and Egyptian Arabic (EA) is the
variety spoken among Egyptians. While there is
a lot of work on MSA and on EA (in its Cairene
variety) (Maamouri and Cieri, 2002; Habash, 2010;
Shoufan and Al-Ameri, 2015; Harrat et al., 2017),
we focus here on SEA.

2.1 Egyptian Arabic Sub-Dialect Corpora

EA sub-dialects are classified by geographical
location, and can be grouped into five sub-
dialects (Cairene, Da’?hlawi, Shar?awi, Safidi,
and Badawi) exhibiting variation across phonol-

"'We make the texts and our annotations available for re-
search purposes while adhering to copyright guidelines on
Github: https://github.com/maimm2/SaidiCorpus2025.
The data is mined from public sites, includes only portions
of texts, and has scrambled sentence order to address any
copyright concerns.
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ogy, morphology, syntax, semantics, and lexicon
(Behnstedt and Woidich, 1985; Badawi, 1973).
CEA and SEA are the most spoken EA sub-
dialects, with CEA seen as prestigious and SEA as
“the most ridiculed, stigmatized, and stereotyped”
(Bassiouney, 2018). Sa’idi Egyptians, comprising
40% of Egypt’s population (40 million), have histor-
ically faced marginalization for resisting colonial
changes in language and religion (Bishai, 1962;
Miller, 2003; Nishio, 1994). Despite their num-
bers, 80% live in poverty, with the highest illit-
eracy rates in Egypt (World Bank, 2012). Their
dialect is often ridiculed, subjecting speakers to
discrimination, which discourages them from us-
ing SEA online (Eida et al., 2024). This exclusion
is reinforced by the lack of language technologies
supporting SEA compared to CEA.

There has been limited work on SEA. The most
comprehensive linguistic SEA works are ground-
truth dialectal surveys by Behnstedt and Woidich
(1985) and Khalafallah (1969), two ground-truth
surveys from which this paper selects dialectal fea-
tures to cross-validate representation of SEA in
this corpus. As for resources, EA datasets and
resources focus on CEA (Gadalla et al., 1997; Ki-
lany et al., 2002; Habash et al., 2012b; Maamouri
et al., 2014; Jeblee et al., 2014; Fashwan and
Alansary, 2021; Habash et al., 2022). A half-
million-word EA corpus and lexicon (Fashwan
and Alansary, 2021) reportedly includes SEA
data, but it has not been released. Three geo-
tagged datasets featuring SEA cities have been pub-
lished for Arabic sub-dialect identification (Abdul-
Mageed et al., 2020a,2020b,2021; Bouamor et al.,
2018). However, despite being based on naturally-
occurring tweets, these datasets do not adequately
capture SEA, as online users may avoid dialec-
tal markers due to historical stigma (Bassiouney,
2014; Bassiouney, 2017). To the best of our knowl-
edge, no existing textual datasets or NLP applica-
tions specifically represent SEA.

2.2 SEA Register Variation & Perceptual
Dialectology

If CEA users’ tweets reflect spoken CEA but SEA
users’ tweets do not represent spoken SEA, there is
a greater distance between the spoken and written
registers for Sa’idi Egyptians compared to Cairene
Egyptians (Eida et al., 2024). This is further sup-
ported by SEA speech in naturally-occurring on-
line videos, which aligns closely with dialectal sur-
veys (Behnstedt and Woidich, 1985; Khalafallah,

1969) to the point where it can be unintelligible to
CEA speakers. The absence of marked features in
SEA written texts is unexpected and warrants soci-
olinguistic investigation, highlighting the need for
careful validation of EA sub-dialect representation
in textual data.

If naturally-occurring written data doesn’t reflect
SEA, literary texts with clear SEA features pro-
vide insight into SEA’s written patterns. Assuming
SEA digital users deliberately avoid dialectal mark-
ers, literature and role-playing offer a non-face-
threatening platform for SEA expression. Addi-
tionally, Perceptual Dialectology suggests that non-
linguists may accurately identify dialect boundaries
before linguists (Preston, 1993). While perceptual
dialectology focuses on geographic dialect bound-
aries, examining SEA and non-SEA authors’ use
of marked SEA features in literary works can in-
form our understanding of native versus non-native
dialect performance (Clark, 2019). This motivates
the creation of the first literary SEA corpus pre-
sented in this paper, aimed at promoting broader
representation of SEA in linguistics, digital human-
ities and NLP.

3 SEA Literary Corpus Construction

The SEA corpus includes poetry and novels.

The poetry section features works by Sa’idi po-
ets Hisham Algakh and Abdel Rahman el-Abnudi.
While more Sa’idi poets exist, many prefer to per-
form their poetry rather than publish it in books.
We selected poets who identify as Sa’idi, perform
Sa’idi poetry, and have published their work in
textual form, as we are focused on how Sa’idis rep-
resent their dialect orthographically. We scan three
poetry books from both authors, and use OCR to
digitize text from images. We manually correct
the OCR digitized text for any erorrs. We plan to
include spoken poetry in a future speech corpus.

For the novels, we collected works from a
self-publishing literary web-forum? where authors
share their novels across 10 genres such as “Ro-
mantic,” “Horror,” “Sa’idi,” “True Crime,” and
“Science Fiction.” Novels are organized by genre
and author, and authors may have contributions in
multiple genres, and some novels are written as
trilogies. Notably, the “Sa’idi” genre is the only
culturally specific one, reflecting a trend seen in
Egyptian media, where Sa’idi-themed shows and
films also exist.

2https://stories-blog.com/
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Novels Poetry
SEA Authors 4 2
Non-SEA Authors 22 0
Documents 58 Novels| 355 Poems
Total Words 4,541,835 27,170
Expected SEA Words | 1,420,998 12,606

Table 1: SEA Corpus Construction Statistics for SEA lo-
cated authors, Non-SEA located Authors, total number
of documents, total number of words, and approximate
number of words extracted from the dialogue of the
novels and SEA poems.

We extracted data from the “Sa’idi Novels” sub-
category collecting 58 novels by 26 female authors
aged 17-40. The dominance of female writers in
novel forums is not atypical from other dialectal
varieties, such as the Gumar Corpus of Gulf Ara-
bic internet novels (Khalifa et al., 2016). Table 1
summarizes the statistics of our corpus, and a more
detailed list appears in Appendix A. Of the 26 au-
thors, only four are located in Sa’idi cities (Asyut,
Qena, Sohag, and Southern Egypt), while 22 are
based in non-Sa’idi cities or did not report their lo-
cation. Non-Sa’idi cities include Cairo, Giza, Man-
soura, Zagazig, Alexandria, and Damietta. While
we refer to authors as SEA authors and Non-SEA
authors based on their reported geographical loca-
tion, but we do not make claims about their identity
as Sa’idi or non-Sa’idi. Some novels use MSA
for narration and SEA for dialogue (Appendix B
Figure 2), while others alternate between CEA for
narration and SEA for dialogue (Appendix B Fig-
ure 3).

Each novel title follows the same template, mak-
ing it consistent across the site. This template is
“Novel Title” followed by the number of novels
in trilogy “Part X" and finally its reference to the
author “by Author Y” — “Novel Title Part X by
Author Y”. The first page of each novel includes a
descriptive picture with character(s) and the novel
title, introduction or sample of the novel, followed
by all the linkable chapters. For the introduction,
the author includes approximately 1000 words to
introduce the synopsis, characters, and settings. On
occasions, this section might contain editor notes
on novel organization, spelling, or grammatical
errors. If the author does not include an introduc-
tion, they include a 500 word sample extracted
from the novel as a teaser to the novel. For chapter
links, every link to each chapter follows a template
of “Novel Title Part X by Author Y Chapter Z”.
Chapters vary from 1 chapter under the “novella”

genre to 56 chapters with an average of 25 chapters
per novel. This organizational structure is uniform
across all genres, authors, and novels.

The stylistic choices of each are mostly consis-
tent by author. For example, if an author uses MSA
to narrate the novel, they are consistent with us-
ing MSA in all the novels they write. With 2-3
exceptions, where they use Dialectal Arabic to nar-
rate the novel once, but MSA otherwise. Another
example is a punctuation signifier for characters
beginning their dialogue, where authors are mostly
consistent with either “:” or “: -” or a new line.
This is is illustrated in Table 1 in Appendix A.

We release the corpus organized author by au-
thor, and novel by novel. We extract the dialogue
only for each chapter using dialogue markers in
the novel, and we exclude novels where there is
no distinction between dialogue and narration as
an attempt to isolate the SEA dialect as much as
possible from the MSA and CEA used within the
same novel. With this, we achieve our first goal
of developing and releasing the first SEA corpus.
Next, we need to understand how representative it
is compared to naturally-occurring data as well as
examine the written patterns of SEA that can fur-
ther guide SEA speech annotation, morphological
analysis, and more.

4 SEA Linguistic Features

To explore SEA written production within the
corpus, we begin by manual examination of the
marked dialectal features of SEA presented in
the dialogue of the novels and SEA poems. We
examine a randomized sample of 16,000 words
across poetry and prose, while cross-referencing
marked dialectal features found in the corpus with
the ground-truth dialectal surveys (Behnstedt and
Woidich, 1985; Khalafallah, 1969). Results show
marked SEA features consistent with the ground-
truth surveys. Table 2 highlights a sample of the
marked phonological and morphological SEA di-
alectal features found in the corpus consistent with
the ground-truth dialectal surveys. We provide a
CEA/SEA minimal pair of each feature for compar-
ison, along with IPA transcriptions, transliteration,’
and an example which includes the text as found
in the corpus, transliteration, IPA transcription and
gloss. Additionally, we make three general observa-
tions on the nature of the literary novels that might

3 Arabic transliteration is described in the Habash-Soudi-
Buckwalter scheme (Habash et al., 2007).
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CEA Feature SEA Feature Example
IPA Letter IPA Letter CEA SEA SEA IPA / Gloss
d 5 Jas e damal
d jml dml camel
g . EETN dis suztik
c jwzk jwzk husband + your[2.F.SG]
Consonant [d]3
& a I 3ara
'§ € grA JrA happen[PFV.3]
£
£ , Vg ] a PETRY R RPPVES gawi
Alq ilq Awy/qwy jwylqwy very
Vowel Va _ e P EES 43S ?ikdih
Lengthening o i kdh Akdyh like this
Vowel "’ . ) B S marat+i
Shortening alfi ¢ ali mrAty mrty wife+my
IPA | Morpheme | IPA |Morpheme CEA SEA SEA IPA / Gloss
Future OSadia OSudie Ca+t+skun
h, h -z ¢h -z . .
Prefix htskn ctskn will+you[2.SG.MASC]+live[IMPFV]
r . o yata e (S piga ma-+th+att+hark-+fi
ma- - g « .
& e m$ htHrk mhtHrkSy not+will+move[ . IMPFV]+not
S
3 . . . Uil Uil ma+za:tf
<= | Negat - - - - L .
. egation | ma-f e J o mgAS MgAS not+come[3.SG.MASC]+not
= i o Glelsingn | hledsing, ruht+tu+l+ha:+fi
N mrwHtwlhAS | rwHtwlhASy | go[3.IMPFV]+you[PL]+to+her+not
1.P.S. Prefix- 2 1 nu s s Jl | ga gy n+ruzh+u:
Suffix ArwH nrwHwA [1.SG]+go[1.SG.IMPFV]

Table 2: Sample of Phonological and Morphological SEA Marked Dialectal Features as observed in the SEA corpus
compared to their CEA counterparts in line with ground-truth dialectal surveys.

affect SEA representation.

First, we find that some authors alternate be-
tween SEA and CEA variations of some features
within the same novel. For example, SEA authors
alternate between CEA feature 1.8 kdA /kida/ and

SEA feature oS~ j Akdh /ik.dih/ meaning ‘like this’.

This could indicate masking of one feature and
substituting with the other, or could be explained
by our next observation, where characters are as-
signed different dialects within the context of the
novel. Second, an interesting theme across SEA
authors is assigning more marked SEA features to
the speech of elders, and less marked SEA dialec-
tal features to speech of young characters. This
could explain the lack of marked SEA features in
naturally-occurring data in digital settings, given
the younger demographic use social media plat-
forms more frequently (Kindt and Kebede, 2017).
This also poses the question: are Sa’idi Egyptian
youth moving away from SEA marked dialectal fea-
tures compared to older generations? This would
require further research. Third, Non-SEA authors
orthographically exaggerate SEA dialectal features
to a larger extent than SEA authors. For exam-

ple, CEA authors use z Z to represent the SEA
sound 3. This is a marked Persian letter when used
in Arabic, since it is not part of the MSA script.
SEA authors use the MSA z J to represent the
same sound. Both SEA and some non-SEA authors
use =~ J to represent SEA g, such £ bjy /baga/
‘already’ instead of .2, bqy /baga/ “already’, how-
ever, the frequency of s bjy /baga/ ‘already’ is
much higher in non-SEA ‘authored novels. While
SEA authors are moving away from using marked
dialectal features, non-SEA authors usage and per-
ception of SEA marked dialectal features confirm
their alignment with the ground-truth dialectal sur-
veys.

Along with the table above, we also observe com-
mon differences in some verb patterns, specifically
CEA verb pattern V ‘itCVCXVC’ (e.g. (J@ \ Atkim

/itkallim/ ‘he spoke’ and ; o=} Atjwz /itgawwiz/ ‘he
got married’). In both cases the ‘t’ in the pattern
is assimilated to produce { | AkIm /ikkallam/, and

5 951 Ajwz fizzawwaz/, respectively.
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In addition to the discussed SEA features, we
find that the SEA corpus carries a high number of
lexical items unique to SEA, with some MSA and
Coptic etymology. This is consistent with the litera-
ture, which indicates that Upper Egypt did not fully
transition to Arabic until the 17th century (Bishai,
1962; Lipinski, 1997; Soliman, 2007), 7 centuries
after the Delta and Cairo area did, and therefore
SEA retains heavier influence of both MSA and
Coptic in lexicon. Words with MSA origin include
S A Hdyt /hadi:t/ ‘speech/conversation’, and

Je zyn /zin/ “good’, and words with Coptic origin
include diac ¢fsh /?iffa/, and <4 Synh /[e:na/
both meaning ‘bad/ugly’. This qualitative analysis

sheds insight into answering our next question: is
this corpus quantitatively representative of SEA?

5 How Well does SEA Literary Corpus
Represent SEA Dialects?

5.1 Methodology

If this corpus is representative of SEA, we ex-
pect high frequencies of marked SEA dialectal
features rather than marked CEA dialectal fea-
tures. To measure prevalence of SEA dialectal
features in this corpus, we adopt the ‘SEA Ground-
Truth Dialect Features’ methodology in Eida et al.
(2024). These features, which include morpho-
logical and lexical features of each sub-dialect,
are selected from ground-truth dialect surveys and
used as a distance measure between spoken and
written SEA. Features include demonstratives, in-
terrogatives, prepositions, and adverbs, and as re-
ported in SEA dialectal surveys (Behnstedt and
Woidich, 1985; Khalafallah, 1969; Leddy-Cecere
and Schroepfer, 2019). Our motivation is to select
features where there is a distinction between SEA
and other EA sub-dialects in orthography, yet are
essential to the syntax of SEA.

We create a complementary CEA/SEA feature
distribution where we extract both CEA and SEA
alternations of the same feature, and report the
prevalence of SEA features. For example, if we
search for the alternation of the adverb ‘now’, the
CEA alternation would be &5 o) > dlwgty /dilwa?ti/

and the SEA alternation would be (¢J5 diwg

/dilwag®/ or =3 o) > dlwgt /dilwagt/. Using regexes,
we string match both orthographic representations,
and manually annotate in context for correctness.
After removing incorrect matches, we measure the

frequency of each alternation per 10k words. Since
the features are complementary, if the SEA feature
is reported as 25% in the results shown in Table 3,
the remaining 75% would be the CEA alternation
of the same feature. This would indicate that the
CEA alternation is more prevalent in the corpus
than the SEA alternation.

We modify the the ‘SEA Ground-Truth Dialect
Features’ adopted from Eida et al. (2024) to reflect
the qualitative results established in section 4. We
confirm the presence of features used in Table 3
in the corpus, and account for their varying ortho-
graphic representations in SEA data.

After extracting the remaining features adopted
from Eida et al. (2024), and checking for false
positives, we remove any features that result in a
0% across all corpora despite their existence in
the ground-truth dialectal surveys. Otherwise, all
possible orthographic variations are accounted for
in feature extraction, such as interchangeably using
&Y s Yand oh & h since these substitutions are

common in written Dialectal Arabic. While the
selected features have limitations in detecting SEA
dialect markedness, they provide insight into SEA
representations across key features, as shown by
the results.

For consistency, we compare against the Micro-
Dialect, NADI2020, NADI2021 (Abdul-Mageed
et al., 2020a, 2020b, 2021) SEA cities’ datasets fol-
lowing Eida et al. (2024)’s methodology, with a
tweet corpus of 73,404 words. This dataset has
been reported to be non-representative of SEA fea-
tures (Eida et al., 2024), and would be a good base-
line to compare against the SEA representation of
this corpus, especially as we modified some marked
dialectal features. Is this corpus more representa-
tive of SEA than naturally-occurring tweets? To an-
swer this, we compare SEA dialectal feature usage
and prevalence across all novels, novel dialogue
only, SEA authored novels, non-SEA authored nov-
els, and poetry, as illustrated in Table 3. Results are
reported with a focus on SEA feature alternations.

5.2 Results

Consistent with the findings of Eida et al. (2024),
SEA features are less prevalent in the Tweet cor-
pus compared to the SEA literary corpus. The
most marked SEA dialectal features added to ‘SEA
Ground-Truth Dialect Features’ after qualitative
analysis seem to be non-existent in the Tweet cor-
pus, with a consistent 0% across Ad4-Ad9. While
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SEA Feature Prevlance
Feature SEA CEA Gloss Tweets Nxf' ! Dli\il(;:)];lue T:;lslg;: Alslﬁ;:rs Poetry
Ad1 S PR Bl now 11% 21% 17% 27% 15% 50%
Ad3* I o3 B outside 29% 21% 16% 21% 43% 0%
Ad4 || ey | 53 daa also 0% 20% 32% 10% 27% 6%
Ad5 S s P s very 0% 59% 56% 58% 26% 0%
Ad6 ayia) caial Lia here 0% 14% 10% 10% 10% 0%
Ad7 43S} (oS 1S (a8 like this 0% 14% 9% 9% 8% 0%
Ad8 || LY aY oY have to 0% 18% 19% 20% 7% 10%
Ad9 N o already 0% 20% 22% 16% 23% 0%
Dem1* 13 83 this 24% 37% 28% 53% 73% 0%
Introg2 O O where 3% 3% 2% 4% 0% 0%
Introg3 || 4w ¢S ! when 0% 33% 24% 31% 21%
Introg4 s ¢l how 44% 66% 62% 76%
Prepl* ¢ ¢ sl on 22% 4% 8% 2% 16% 32%
Prep2* s b in 24% 6% 12% 2% 13% 23%
Average 11% 24% 23% 24% 23% 23%
Correlation 93.2% 29:5%
30.6%

Table 3: Share of SEA Dialectal Features in SEA Tweet Corpus, SEA literary Corpus, Novel Dialogue, and in SEA
vs. non-SEA Authored novels, and Poetry. * indicates the least SEA marked dialectal features.

this also seems to be true for Poetry, Poetry features
100% for two of the most marked SEA dialectal
features at Introg3 & Introg4. Despite both Tweets
& Poetry’s sample size, SEA marked dialectal fea-
tures is more prevalent in Poetry than Tweets. Since
both poets identify as from Qena, the results show
agreement in the marked SEA dialectal features
they use. At first glance, we can conclude the SEA
literary corpus presented is moderately more rep-
resentative of SEA with an average of 24%, while
Tweet corpus average of 11% is not, with the ex-
ception of Prepl and Prep2.

One explanation of higher frequencies of SEA
alternations of Prepl and Prep2 could be that the
Tweet corpus is naturally-occurring, therefore users
do not adhere to MSA writing standards expected
in writing literary texts such as novels. The stan-
dard orthographic representation ¢ fy /fi:/ ‘in’ is
used more frequently in the litera}y corpus than
Tweet corpus, while SEA Tweets show 3 f /f/

‘in” more frequently. It could also be that because
Prepl and Prep2 are the least marked SEA features
in this table, Non-SEA authors are not aware of its
subtle SEA markedness caused by removing the
final letter in the preposition. In support of this
prediction, Table 3 shows SEA authors also use

the predicted Prep1’s SEA alternation represented
as O f /f/ ‘in’ with a report of 16%, compared to

usage among non-SEA authors at only 2%. This
strongly suggests 3 f /f/ ‘in’ is the orthographic
representation preferred in SEA, consistent with
the reported ground-truth dialectal surveys, despite
it being the least marked SEA feature in this list of
marked SEA features.

The most prevalent SEA dialectal features in
the SEA literary corpus shown in Table 3 is Ad5
K9 ¢ S9=> qwy, gwy /gawi/, Introgd S kyf
/ke:f/, Introg3 <o ¢ &wo myty , myth /me:ta/ and
Deml1 !> daA /da:/. This is in line with the reported

features of the ground-truth dialectal surveys, how-
ever, SEA Introg2 -, ¢ wyn /we:n/ ‘where’ seems

to be almost non-existent across all corpora except
for Poetry, despite being reported in the ground-
truth dialectal surveys. SEA usage appears to be
shifting toward the CEA (s fyn /fe:n/ ‘where’, as

suggested by the prevalence of the CEA Introg2
alternation, which is captured in over 97%+ of the
extracted cases in this corpus. However, this should
be confirmed with naturally-occurring, more repre-
sentative spoken SEA corpora. On the other hand,
the results for SEA and Non-SEA authors in Ta-
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Phenomenon Text CODA* Gloss
Negation Clitics Gilae mjAS Jila L mA jJAS neg come[3.IMPFV]+neg
Prepositional Clitics Ssié qAlwly & 156 qAIwA ly tell[3.PL.PFV] me

) ) (L AmA, Amh, Amy LI AmA mother
Familial Expressions
<y bt <y bt daughter
Ta Marbuta (o= C e mrt gmy =< 3« mrh gmy uncle's wife
Relative Pronouns J Al S Ally that
Existentials &y 44 fyh there is
Demonstratives ) AhA al AhA this
4aa) ‘k;'ml Ahny, Ahnh 4.l Ahnh here
Adverbials
éés\ M.JAS‘ N Akdh, Akdyh, Akdy 2| Akdh like this

Table 4: Most Common Modification in SEA corpus to follow CODA* guidelines

ble 3 are mixed. SEA alternations of Pronl, Pron2,
Ad1, Introg3, Deml, and Ad5 show prevalence
in SEA authors’ novels more then non-SEA au-
thors. The orthographic representation of Dem1
> daA /da:/ seems to be accurately representative

of ground-truth dialectal surveys reports of ending
in long vowel /a:/ as opposed to the CEA ending
Deml o> dh /dah/. The mixed results are expected,

as both SEA and non-SEA authors are writing nov-
els in SEA. We conclude that both are moderately
representative of SEA, more than existing EA geo-
tagged datasets.

One final question remains: are authors consis-
tently writing in SEA? Could it be the larger major-
ity of authors are impacting the reported SEA fea-
ture prevalence? The correlation between the preva-
lence of SEA marked features in Novel All and
Novel Dialogue is high as expected, but the corre-
lation between SEA feature prevalence across Non-
SEA and SEA authors is relatively lower. There
are differences in the consistency and choices made
by SEA and non-SEA authors in representing SEA
marked dialectal features, and we visualize the dis-
tances between SEA and non-SEA authors specific
corpora SEA usage in Figure 4 included in Ap-
pendix C. In other words, the disconnect between
SEA corpora and expected SEA features might be
aresult of individual differences across author writ-
ing styles, with non-SEA authors aligning closely
to a specific SEA usage compared to SEA authors.
This leads to the conclusion that there is a SEA rep-
resentation distinction depending on location, with
a gap between SEA and non-SEA author usage

of marked SEA dialectal features. In conclusion,
the SEA literary corpus exhibits higher frequencies
of marked SEA features compared to the baseline
Twitter corpus. This is consistent with the ground-
truth dialectal surveys.

6 Towards a Morphologically Annotated
SEA Corpus

In this section, we present a preliminary study par-
tially automating SEA morphological annotation
using existing EA morphological analysis tools to
streamline SEA morphological analysis and an-
notation. Following the methodology in Khal-
ifa et al. (2016) and Jarrar et al. (2017) by us-
ing CODA* (Habash et al., 2018) and CALIMA
EGY (Habash et al., 2012b), we present a semi-
automated morphological annotation process for
SEA, with expected modifications and results.

6.1 Orthographic Neutralization

Modern Standard Arabic (MSA) is the only Ara-
bic variety with a standardized codified writing
system (Brustad, 2017; Haland, 2017; Hgigilt and
Mejdell, 2017). For Dialectal Arabic (DA) gener-
ally, there is no standardized orthographic system,
which presents one of the main challenges in the
Arabic NLP. Written EA output is orthographically
inconsistent, across the same lexical items due to
the complex nature of Arabic orthography and the
intertwined nature of Arabic vowel diacriticization
rules, standardized MSA, and DA marked ortho-
graphic representations for features exclusive to
DA result in the complexity of parsing DA orthog-
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Accuracy % of Feature
Total Accuracy of Words pos prc0 | prel | pre2 | pre3 | encO | encl | enc2 | gloss
81% 88% | 100% | 99% | 100% | 100% | 98% | 100% | 100% | 84%
OOV Total 16% 53% | 100% | 96% 100% | 100% | 96% 100% | 99% 51%
INV - Top Choice 81% | 100% [ 100% | 100% | 100% | 100% | 100% | 100% | 100% | 100%
INV - Not Top Choice 3% 80% 98% 95% 100% | 100% | 95% 100% | 99% 60%

Table 5: Accuracy of Morphological Analysis and Tagging of SEA Data based on Total, Out of Vocabulary (OOV)

words, and In Vocabulary (INV) words.

raphy. To address the DA orthographic inconsisten-
cies and its effect on DA parsing, there have been
several NLP DA codification guidelines, including
CODA and CODA* (Habash et al., 2012a; Habash
et al., 2018) DA guidelines aim at systematically
codifying DA orthographic variation, emphasizing
consistency when possible to facilitate DA pars-
ing, while preserving the unique DA markers for
each dialect. For the EA dialect, CODA* primarily
accounts for sub-dialects spoken in Cairo, Alexan-
dria, and Aswan. In this paper, we add SEA to the
CODA* DA map. First, we annotate and release
15,000 SEA words from the corpus using CODA*
to be used as a reference along with CODA* rules
to codify SEA data. Our results show 2-3 in every
10 words need modification to align with CODA*
rules, with 74.7% words unmodified. This falls
within the comparable range of CODA* annota-
tion results for Palestinian Arabic (Jarrar et al.,
2017) at 86.54%, as well as Emarati Arabic (Khal-
ifa et al., 2018) at 78.1%. Aside from SEA marked
lexical items, the most common modifications are
listed in Table 4. Other modification heavily fea-
tured is substituting letters such & ¢o and (¢« ¢

with one another based on morphophonetic and
morphosyntactics of the word. For example, 5 is a

suffix which denotes the feminine gender for nouns,
and a noun such as a>l> HAgh /ha:3a/ meaning
"thing’, must be written as &> HAjh /ha:3a/ also

meaning thing, but the 3 & is consistent with fol-

lowing CODA* rules in indicating the gender of
the noun and in accordance with how this would
be written in MSA as well.

6.2 Morphological Analysis

We further annotate 4,000 CODA*-annotated
SEA sentences using CALIMA’s morphological
analyzer (Habash et al., 2012b) and BERT-
Disambiguator (Inoue et al., 2022) via Camel-

Tools (Obeid et al., 2020). CALIMA’s ana-
lyzer generates all possible morphological inter-
pretations for each sentence, while the BERT-
Disambiguator ranks these interpretations based
on context. We then select and annotate parts-of-
speech, proclitics, enclitics, and English glosses
from the output of both tools.

6.3 Evaluation

We conduct an evaluation on the quality of CAL-
IMA’s automatic morphological analysis on SEA
data. Given that SEA is a sister dialect to CEA, a
dialect that CALIMA models, we predict the per-
formance on SEA will be relatively high due to the
overlap between both dialects as well as CODA*
disambiguating some of the orthographic represen-
tations in the SEA data. As illustrated in Table 5,
we check for accuracy of POS, proclitics, enclitics,
and gloss. We measure “Total Accuracy” by ac-
curacy of all features. We measure “OOV Total”
for the remaining features if 1 or both POS and
Gloss features are OOV. We measure “INV - Not
Top Choice” if both POS and Gloss features are
found within the list of generated outputs of the
morphological analyzer, but not selected by the
BERT-Disambiguator as the top choice in context.

The overall accuracy for SEA data is at 81%
and is promising given the lack of current morpho-
logical analysis tools trained on SEA data. The
remaining 19% contain 16% OOV words, where
the largest error rate was observed in English gloss.
This is expected: SEA lexical items retain MSA
etymology and overlap with CEA morphological
features, yet denote different semantic representa-
tions. For example, \p}&:— ¢lAmhA /?ala:mha/ ‘her
education’ is correctly in POS as noun, segmented
as fM'; + la identifying the clitic as ‘3fs_poss’, yet
incorrectly glossed as ‘expert’. It is worth noting
that this gloss is not too far fetched given they share
the same Arabic root ¢ J ¢ Other error analysis
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reflects the qualitative results in Table 2. One ex-
ample is no analysis is generated for verbs with
the future clitic tg /?/ ‘will.[FUTY’, as the future

clitics in CEA are o & /h/ and CH /h/ only. Our

evaluation results are comparable to those of Pales-
tinian Arabic (Jarrar et al., 2017) and Emarati Ara-
bic (Khalifa et al., 2018), both of which also use
EGY morphological analyzers to semi-automate
their respective DA corpora.

7 Conclusions and Future Work

This paper presents the first SEA corpus, including
its construction and analysis of SEA representation.
We find the corpus moderately representative of
SEA, though its consistency across authors is influ-
enced by variation within SEA sub-dialects (Behn-
stedt and Woidich, 1985). Despite this, the corpus
offers valuable insight into the phonological, or-
thographic, lexical, morphological, and variations
between SEA and CEA.

Future work will focus on expanding the SEA
corpus with additional spoken and textual content,
as well as manual annotations to improve its con-
sistency, representation, and overall usability. We
also plan to develop automatic tools for process-
ing SEA to support broader linguistic research and
application development.

Limitations

This corpus, being literary and not naturally-
occurring, may not accurately represent SEA writ-
ing practices, as literary works often exaggerate
dialectal features. Additionally, since the ground-
truth dialectal surveys are over 30 years old, some
language changes may have occurred, making cer-
tain features less representative of current SEA di-
alect. We have surveyed other naturally-occurring
data sources to validate the presence of SEA fea-
tures, however, there seems to be very limited in-
stances where online users produce written SEA.
We have found most SEA production is in speech,
and delivered via video, however, it is possible
there exist other platforms where users produce
written SEA that we are not aware of.
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A Detailed Corpus Data

. . Dialogue
Author # Demographic Novels # Chapters Narration Marker
1 53 MSA
1 Unknown 2 41 MSA :
3 34 MSA N/A
1 36 DA
2 SEA 2 23 DA
3 31 DA
3 Non-SEA 1 47 MSA :
4 SEA ! 42 DA 7
2 56 DA -l
5 Non-SEA 1 40 MSA :
6 Non-SEA 1 40 MSA t-/- /-
2 9 MSA t-/- /-
1 20 MSA
7 Non-SEA 2 22 MSA/DA
3 26 MSA/DA
4 25 MSA/DA
3 Unk 1 45 DA :/:-/\n
o 2 30 DA /:-\n
1 40 MSA <.
’ Non-SEA 2 40 MSA A
10 Unknown 1 33 MSA -/:
1 39 MSA :
11 Unknown N 30 MSA .
1 20 MSA ‘\n
12 Unknown 2 30 MSA \n
3 35 MSA \n
13 Non-SEA 1 41 MSA :
14 Unknown 1 36 MSA :
1 30 MSA J\n/:\n
15 Non-SEA 2 31 MSA An-
16 Non-SEA 1 20 MSA :
1 28 MSA
17 Non-SEA ) 21 MSA .
18 Unknown 1 20 MSA =
1 24 MSA -/ -
19 Non-SEA 2 7 MSA -/ -
3 20 MSA
1 16 MSA -
2 16 MSA A
3 21 MSA -A\n/
20 Unknown 4 20 MSA :-/n
5 41 MSA :-/\n
6 39 MSA :
7 27 MSA -
21 Non-SEA 1 30 MSA \n
» Non-SEA 1 22 MSA ‘\n
2 20 MSA \n/?/:
1 MSA
23 Unknown 30 S
2 20 MSA
1 27 MSA
24 SEA 2 20 MSA
3 20 MSA
25 Unknown 1 7 MSA :
1 20 MSA "y /4y
% SEA 2 19 MSA /\n
3 26 MSA An
4 24 MSA /\n

Figure 1: Detailed corpus data organized by demographic, author number followed by each novel they wrote and
the number of chapters in each novel. We also add the dialect used for narration either as Modern Standard Arabic
(MSA) or Dialectal Arabic (DA), and the dialogue markers each author used to seperate narration from the narration
in each novel.
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B Text Samples

Dyl gl Monideyy A6 ot o) S g el

Figure 2: Sample of using MSA for narration (underlined) and SEA for Dialogue from SEA Corpus. Translated as

"Shahira, who has and will never change, stopped him saying: What now, child? Are you still not going to listen
and meet the bride.."

23w 2ol 5 aol ps Cdss dapds (6, bs Ol

—
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Figure 3: Sample of using CEA for narration (underlined) and SEA for Dialogue from SEA Corpus. Translated
as "After a knock on the door Khadeeja entered while looking at the floor in fear. She held the t-shirt in her hand.
Siliman: what is it, Khadeeja, my daughter.”

C Principal Component Analysis of SEA and Non-SEA Feature Usage by Author
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Figure 4: Author-by-author plots of SEA and Non-SEA feature usage, visualized using PCA for dimension reduction.
The original vectors undergoing PCA are the relative frequency of SEA and Non-SEA dialectal features. It is clear
that authors taken to represent both SEA (circles) and Non-SEA (x’s) are not intermingled. This would indicate SEA
and Non-SEA feature prevalence seems to be because some authors emphasize SEA selected features more than

others. Non-SEA author usage seems to be organized around a consistent representation of SEA, indicate by the
cluster of x’s to the left.
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