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Abstract

Social media platforms like X (formerly Twit-
ter) provide real-time information during crises
but often include noisy, ambiguous data, com-
plicating analysis. This study examines the ef-
fectiveness of multimodal models, particularly
a cross-attention-based approach, in classifying
tweets related to the California wildfires as "in-
formative" or "uninformative," leveraging both
text and image modalities. Models were evalu-
ated for their ability to handle real-world noisy
data with the help of a dataset containing both
ambiguous and unambiguous tweets. Results
show that the multimodal model outperforms
unimodal counterparts, especially for ambigu-
ous tweets, demonstrating the resilience and
ability to integrate complementary modalities
of multimodal approaches. These findings high-
light the potential of multimodal approaches to
enhance humanitarian response efforts by re-
ducing information overload.

1 Introduction

Advancements in image and text analysis have un-
locked the potential to combine these two modes
of information for use in data science and analytics.
One prominent application of multimodal informa-
tion is in social media, where content is no longer
limited to a single modality but often integrates
audio, video, image, and text. This multimodal
nature of social media has opened new avenues for
data analysis, enabling deeper insights and richer
interpretations while requiring new methodological
approaches to facilitate multimodality.

This project leverages social media content,
specifically tweets from X, to extract information
related to crises (Palen, 2008). Since its advent,
social media has served as a vital communica-
tion channel, allowing individuals on the ground
to share real-time updates about ongoing events
such as during the 2011 East Japan Earthquake and
Tsunami (PEARY et al., 2012). This study focuses

on tweets about the California wildfires in 2017,
aiming to classify them as either "informative" or
"not informative." Such classifications can aid hu-
manitarian efforts by providing timely, relevant
information while filtering out noise, ultimately
reducing information overload and enhancing situ-
ational awareness (Imran et al., 2020).

Figure 1: Example of an Ambiguous Tweet with Mis-
aligned Image and Text Labels

However, social media content presents signif-
icant challenges as a reliable information source
(e.g. Zhang and Cheng, 2024). Posts are typically
unverified, and the noisy nature of multimodal data
complicates analysis. For instance, a tweet’s text
might convey crucial information about a crisis,
while its accompanying image may not align, or
vice versa. An example of such misalignment is
shown in Figure 1, where a tweet contains both
text and image labels that do not match. Even for
human observers, assessing whether a tweet is in-
formative often requires careful consideration of
both modalities, introducing ambiguity and incon-
sistency. Previous studies on multimodal classifi-
cation for crisis datasets have often relied on pre-
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processed and cleaned data, where text and image
labels are aligned (e.g. Imran et al., 2020).

This project, however, examines the perfor-
mance of multimodal models on both ambiguous
and unambiguous tweet data to address this gap.
Given that multimodal models are typically based
on deep neural network architectures capable of
learning from complex and noisy data (Sleeman IV
et al., 2022), this study hypothesizes that such mod-
els can effectively classify tweets as "informative"
or "not informative," regardless of the ambiguity in
the data.

2 Background

There are many aspects about multi-modal mod-
els that can be studied; how the multiple modes
get fused together and how each mode of informa-
tion is derived to be fused together. There are usu-
ally three key methods of designing multi-modal
models: early fusion, hybrid fusion, or late fusion
(Atrey et al., 2010).

2.1 Multimodal Classification for Social
Media Analysis

There is no consensus on which fusion model
works best so there are many different studies re-
lated to social media analysis using various fu-
sion techniques. For example, previous work on
multi-modal sentiment analysis which combines
modalities of audio, text, and visual forms demon-
strated superior performance in capturing sentiment
cues compared to unimodal approaches (Chan-
drasekaran et al., 2021; Das and Singh, 2023).
(Zeppelzauer and Schopfhauser, 2016) did a study
using early and late fusion methodologies to clas-
sify social events using content posted on social me-
dia platforms, and found the early fusion strategy
to be more superior than the late fusion strategy.

(Mouzannar et al., 2018) studied a multimodal
deep learning algorithm to create a damage identifi-
cation model from social media posts that was able
to achieve a very high accuracy of 92.62%. It is also
noted that the integration of deep learning meth-
ods significantly improving classification accuracy
across various datasets. In the social media con-
text, multimodal models are widely used to detect
hateful religion memes (Hamza et al., 2024), fake
news (Hangloo and Arora, 2022), medical misin-
formation (Wang et al., 2020) and even depression
and suicide behaviour (Malhotra and Jindal, 2020),
showing the potential of multimodal algorithms in

addressing diverse and complex challenges involv-
ing social issues.

2.2 Social Media in Humanitarian Responses

The advent of social media has catalyzed the use
of technology in humanitarian workflows and re-
sponses. Social media posts can be leveraged upon
for humanitarian purposes to create alert systems
(Stollberg and De Groeve, 2012), detect damages
(Mouzannar et al., 2018) or even to anticipate hu-
manitarian response during disasters (David et al.,
2022). Social media platforms, like Twitter/X, can
bridge communication between victims and wit-
nesses of crises to humanitarian aid groups and
authorities (Mullaney, 2012).

Social media platforms like Twitter are great at
bridging communication between victims and wit-
nesses of crises to humanitarian aid groups and
authorities (Mullaney, 2012; Eriksson, 2018). So-
cial media has become a key source of information
during crises and disaster relief and (Kumar et al.,
2022) presented a new application that can help
relief organizations to monitor, track, and conduct
analysis of tweets. These tweets can help first re-
sponders gain situational awareness immediately
after a disaster or crisis to direct their response.

2.3 Annotation of Crisis Tweets

Due to information overload when looking at so-
cial media sources (Hiltz and Plotnick, 2013), in-
formation filtering is crucial for effectively gath-
ering real-time information for humanitarian re-
sponses. Works include text-only unimodal models
leveraging deep learning and traditional techniques
which can capture semantic nuances within textual
data (Jain et al., 2025, 2024a). Similarly, image-
only models, such as those utilizing VGG-16, have
been employed to extract informative visual fea-
tures, achieving precise classification of images
(Jain et al., 2024b).

Multimodal learning approaches that integrate
traditional machine learning and deep learning tech-
niques through early feature-level fusion are used
to better address the interplay between modali-
ties (Ofli et al., 2020). Additionally, contrastive
learning models like CLIP have shown remarkable
success in aligning textual and visual embeddings
using contrastive loss, making them effective for
classification (Mandal et al., 2024).
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3 Data

This study utilizes the CrisisMMD dataset, a multi-
modal Twitter corpus comprising thousands of man-
ually annotated tweets and images collected dur-
ing seven major natural disasters, including earth-
quakes, hurricanes, wildfires, and floods that oc-
curred globally in 2017 (Alam et al., 2018). The
dataset offers three types of annotations: infor-
mative versus non-informative, humanitarian cate-
gories, and damage severity categories, providing
a rich resource for analyzing crisis-related social
media data.

For this study, the focus is scoped down specifi-
cally to tweets related to the Californian wildfires.
While the dataset provides valuable insights, a key
limitation is that the labels for text and images are
collected separately. As such, a key problem with
creating multimodal dataset from the collected data
is that some rows have text and image labels that
do not align. To address this ambiguity and en-
sure consistency, the multimodal data is filtered to
include only instances where the text and image
labels align. This filtering step mitigates potential
noise and ambiguity and ensures the reliability of
the dataset for training and evaluating multimodal
models.

Figure 2: Correlation between text and image labels in
dataset

The correlation graph in figure 2 shows substan-
tial alignment between text and image annotations
classified as "informative," with 923 instances of
agreement. However, discrepancies are observed
in 322 cases where the text is "informative" but the

image is "not informative," and 62 cases where the
image is "informative" but the text is "not informa-
tive." These misalignments highlight the complex-
ity of social media posts, where texts and images’
labels might not align, regardless of their overall
informativeness.

Out of the 1,589 rows of data, 384 rows were
identified as ambiguous, where the text and image
labels for the tweets did not align. A manual an-
notation process was conducted programmatically
to reclassify these rows, determining tweets as “in-
formative” if they have any relevant information
related to the California wildfires. Following this
process, the dataset comprises 1,303 “informative”
instances and 286 “not informative” instances, re-
vealing a notable class imbalance that could impact
the model’s performance.

4 Methodology

This study aims to create a multimodal classifica-
tion model to classify tweets, whether ambiguous
or not, into two categories: "informative" and "not
informative." The model’s performance is evalu-
ated against the entire dataset (1,589 tweets) and
the subset of ambiguous data (384 tweets), testing
its effectiveness in handling both aligned and mis-
aligned text-image annotations. The data for this
pilot study was limited in order to enable reliable
error analysis and qualitative interpretations.

4.1 Data Preparation

To prepare the dataset for modeling, a train-test
split of 80:20 was applied, ensuring that the test
set retained the same proportion of ambiguous data
(24%) as in the training dataset. To address the
issue of class imbalance, where "informative" in-
stances significantly outnumbered "uninformative"
ones, random oversampling and class weights opti-
mization were applied to the training data, balanc-
ing the two classes for more robust model training.
The raw tweets in the dataset were pre-processed to
improve text quality by converting all letters to low-
ercase and removing URLs, mentions, and retweet
tags.

4.2 Model Experiments

Three models were experimented with to analyze
the effectiveness of unimodal and multimodal ap-
proaches for classification:

Text-Only Model. A BERT base model was
used to process textual data (Devlin et al., 2018).
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The model was fine-tuned to classify tweets based
solely on their text content, leveraging the seman-
tic understanding capabilities of transformer-based
architectures.

Image-Only Model. A VGG-16 model, a 16-
layer deep convolutional neural network pre-
trained on ImageNet, was utilized to classify tweets
based on their image content (Simonyan and Zis-
serman, 2015). Renowned for its ability to extract
relevant visual features, the model was fine-tuned
using the image data to optimize its performance
for the classification task.

Multimodal Model. A multimodal model was
developed to leverage the complementary informa-
tion from both text and image data. This model em-
ploys a hybrid fusion architecture that integrates the
pre-trained VGG-16 model for image processing
and the pre-trained BERT model for textual embed-
dings, using a cross-attention mechanism to fuse
the two modalities efficiently. The cross-attention
mechanism aligns text and image embeddings,
learning from complementary features between the
two modalities while filtering noise to identify rel-
evant visual features in relation to the text (Khattar
and Quadri, 2022). To classify the data, the out-
puts of the text and cross-attention modules are
concatenated and passed through dense layers to
produce class probabilities. This comprehensive
fusion design allows the model to effectively cap-
ture complementary features from both modalities,
enabling accurate classification of tweets as "infor-
mative" or "uninformative."

5 Results

Table 1: Weighted Average Results for Text, Image, and
Multimodal Models

Dataset Model Acc. Prec. Rec. F1
All Text 81.0 79.0 81.0 80.0

Image 81.0 79.0 81.0 80.0
Multi. 84.0 81.0 84.0 81.0

Ambig. Text 82.0 92.0 82.0 86.0
Image 79.0 93.0 79.0 85.0
Multi. 90.0 92.0 90.0 91.0

The results of the three classification models on
both the entire dataset, "All Data", and the sub-
set of ambiguous data are summarized in Table 1.
All three models perform reasonably well for the

classification tasks, achieving an F1-score of 0.80
across all datasets. The multimodal model, which
combines text and image features, consistently out-
performed the text-only and image-only models
across both datasets in terms of accuracy, precision,
recall, and F1-score.

Full dataset. The multimodal model achieved
the highest accuracy of 84%, compared to 81%
for both the text-only and image-only models. It
also showed improved precision (0.81) and recall
(0.84), resulting in a weighted F1-score of 0.81,
indicating its robustness in leveraging complemen-
tary features from text and images. It should be
noted that the text- and image-only models perform
almost identically for the full dataset.

Ambiguous dataset. The multimodal model
demonstrated a clear superiority, achieving the
highest accuracy of 90% and a weighted F1-score
of 0.91. It also maintained balanced precision and
recall values of 0.92 and 0.90, respectively. In
comparison, the text-only model showed strong
performance with an accuracy score of 82% and
an F1-score of 0.86, while the image-only model
performed slightly lower, with an accuracy of 79%
and an F1-score of 0.85.

Minority class. However, all models exhibited
poor performance on the minority class of "not
informative" tweets, particularly in the ambigu-
ous dataset. None of the models achieved a re-
call greater than 0.33 for this class, and the multi-
modal model failed to classify any "not informa-
tive" tweets correctly in the ambiguous subset. This
poor performance highlights the challenges posed
by class imbalance and lack of minority data.

6 Discussion

The study has once again reaffirmed the effective-
ness of using multimodal models for social media
analysis, especially for the classification of tweets
during crisis. The superior performance of mul-
timodal models can be attributed to their ability
to leverage both text and image information, simi-
lar to how humans make more informed decisions
when provided with additional context.

A notable finding is the ability of multimodal
models to classify ambiguous tweets more effec-
tively than unimodal models. The incorporation
of a cross-attention mechanism enables these mod-
els to focus on the most relevant features from
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both modalities, reducing the impact of noise of-
ten present in ambiguous data. Compared to using
unimodal models which inherently filters away one
source of information and completely relying on
one mode, multimodal models can make fairer and
more informed decisions about whether a tweet is
"informative" or "not informative".

Our results highlight the relative contributions
of individual modalities in determining informa-
tiveness. For the ambiguous dataset, the text model
achieved a slightly higher F1-score (0.86) com-
pared to the image model (0.85). This suggests
that, in ambiguous cases, the text modality often
carries more critical information than the image
modality, allowing the text-based model to perform
marginally better. This finding underscores the im-
portance of text in providing context, which can be
particularly useful in determining ambiguity.

Multimodal models have proven to be effec-
tive in classifying tweets as "informative" or "un-
informative" for humanitarian purposes, demon-
strating their potential to enhance crisis response
efforts. This study emphasizes that while noisy
data, characterized by ambiguity between text and
image modalities, poses challenges, it should not
be dismissed. In our results, multimodal models
have shown resilience in handling such ambigu-
ity, leveraging complementary information from
both modalities to make accurate predictions. The
focus on the California wildfires dataset provided
valuable insights into the applicability of multi-
modal models in real-world crises, as this dataset
reflects the complexity of social media content dur-
ing natural disasters. Overall, this project under-
scores the importance of incorporating multimodal
approaches in analyzing ambiguous social media
data, especially in the case of classifying tweets in
order to reduce information overload and support
timely humanitarian work.

6.1 Limitations.
One major limitation of this project was the dif-
ficulty all three models faced in predicting the
minority class of "not informative" tweets. This
challenge was particularly pronounced in the am-
biguous dataset, where the test set contained only
three rows for this class. To address this imbalance,
weighted F1 scores were used to assess model per-
formance, reflecting the practical reality that am-
biguous "not informative" tweets are indeed rare.
However, the limited representation of the minor-
ity class in the test dataset remains a significant

issue, making it difficult to determine whether the
models’ poor performance on this class is due to
inherent limitations in their predictive capabilities
or simply the result of insufficient data points for
evaluation. This limitation underscores the need for
a more balanced dataset or alternative evaluation
strategies to better assess the models’ performance
on minority classes.

Another limitation of this project was the man-
ual annotation of the ambiguous dataset conducted
by a single person. During this process, the tweets
were labeled "informative" if they provided any in-
formation about the California wildfires, including
tweets about topics like UFO sightings that may not
offer significant humanitarian value. Since these
manually annotated labels were integrated with the
existing CrisisMMD dataset labels, discrepancies
in annotation criteria between the original anno-
tation guidelines and the ones conducted for this
project could conceivably have lead to inconsis-
tencies, potentially impacting the models’ perfor-
mance.

Finally, this project faced the challenge of
class imbalance within the dataset, which was ad-
dressed through random oversampling to balance
the classes during training. The minority class, "not
informative," was duplicated to match the number
of instances in the majority class. This duplica-
tion may have caused the model to overfit on these
specific rows, potentially contributing to its poor
performance on the minority class during test evalu-
ation. However, employing more sophisticated data
balancing techniques, such as SMOTE, is challeng-
ing for multimodal datasets due to the complexity
of generating synthetic data across multiple modal-
ities.

6.2 Future work
Some future work for this project could focus on
addressing data imbalance by collecting more data,
particularly for the minority class, to reduce re-
liance on oversampling methods to balance the
dataset. To enhance label reliability especially for
ambiguous cases, the annotation process could be
improved to include multiple annotators and inter-
annotator agreement metrics. Additionally, sys-
tematic hyperparameter tuning, which was not ex-
plored in this project, could be used to optimize
model performance. Testing more advanced mod-
els, such as CLIP or other state-of-the-art multi-
modal architectures could further improve the clas-
sification of multimodal social media data.
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