Poetry in RAGs: Modern Greek interwar poetry generation using RAG and
contrastive training

Stergios Chatzikyriakidis
Computational Linguistics
and Language Technology Lab (UCRC),
Department of Philology,
University of Crete
stergios.chatzikyriakidis@uoc.gr

Abstract

In this paper, we discuss Modern Greek poetry
generation in the style of lesser known Greek po-
ets of the interwar period. The paper proposes the
use of Retrieval-Augmented Generation (RAG)
to automatically generate poetry using Large Lan-
guage Models (LLMs). A corpus of Greek in-
terwar poetry is used and prompts exemplifying
the poet’s style with respect to a theme are cre-
ated. These are then fed to an LLM. The results
are compared to pure LLM generation and ex-
pert evaluators score poems across a number of
parameters. Objective metrics such as Vocabu-
lary Density, Average words per Sentence and
Readability Index are also used to assess the per-
formance of the models. RAG-assisted models
show potential in enhancing poetry generation
across a number of parameters. Base LLM mod-
els appear quite consistent across a number of
categories, while the RAG model that is further-
more contrastive shows the worst performance of
the three.

1 Introduction

The advent of Large Language Models (LLMs) has
greatly increased the capabilities of NLP systems to
deal with generation issues. Poetry generation has
been one of them, with LLMs having the ability to
generate poetry that is sometimes indistinguishable
from human-made poetry by non-experts (Porter and
Machery, 2024). To some extent, this is to be ex-
pected. Developing an aesthetical taste for poetry
requires expertise, and similarly to other art forms,
like music, non-experts can find it hard to distinguish
Al vs. human-made poetry. However, despite their
achievements and quick pace of improvement, LLMs
do not perform as well in languages and/or styles that
are not well represented in terms of freely (and even
non-freely) available data. Highly stylized poetry in

Anastasia Natsina
Literary Genres and
Literary History Lab (UCRC),
Department of Philology,
University of Crete
natsinaCuoc.gr

a lower resourced language, like interwar poetry in
Modern Greek, can provide a powerful case study.
Such cases require a targeted use of limited resources
to enhance the performance of LLMs. One method is
Retrieval-Augmented Generation (RAG), while an-
other is based on contrastive learning. RAG has been
shown to provide very positive results in enhancing
LLM performance across a number of NLP tasks
like Information Extraction (Wang et al., 2021; Ren
et al., 2023), Machine Translation (Wang et al., 2022;
Zhong et al., 2022), Question Answering (Guu et al.,
2020; Shi et al., 2024) and Dialogue Systems (King
and Flanigan, 2023; Fan et al., 2021), among many
other tasks.See (Wu et al., 2024) for a full survey
on RAG methods in NLP. The idea in contrastive
learning is to provide both positive (poems in the
target style) and negative examples (similar content
but different style), in order to help the model bet-
ter understand and maintain the distinctive stylistic
features of a particular poet or poetic school. Re-
cent work in style representation learning (Wegmann
et al., 2022) has shown that contrastive methods are
able to disentangle content from style; the generation
of a highly specific poetic style, such as interwar
Greek poetry with its slight authorial variations, will
provide a litmus test.

In this paper, we focus on Modern Greek poetry
of the interwar years, and implement a system to
compare the results between RAG and contrastive
learning in generating poems of the distinctive style.
We use a dual retrieval system that is able to not only
find poems with similar themes by the target poet
but also retrieve examples from other poets that are
contrastive.

The results show that RAG-assisted models show
potential in improving poetry generation across a
number of parameters. The base LLM models are



quite consistent across a number of categories, while
the contrastive RAG model shows the worst perfor-
mance of the three.!

2 Related Work

The issue of poetry generation is not new to NLP. It
has a history that includes a variety of approaches
to generate poetry: hand-crafted symbolic rules
(Oliveira, 2012), using statistical rules based on sta-
tistical machine translation (Jiang and Zhou, 2008),
vanilla neural network approaches (Wockener et al.,
2021; Lau et al., 2018), and transformer architec-
tures. LLM architectures have shown impressive
performance in a variety of tasks, poetry generation
notwithstanding. Attempts to use these architectures
for poetry generation include approaches that fine-
tune GPT-2 for poetry generation (Zhang and Eger,
2024a), zero-shot approaches (Tian and Peng, 2022),
fine-tuning of more advanced models like ByGPT5
(Belouadi and Eger, 2023). The main take away in
all these approaches is that fine-tuning helps the mod-
els in the task of poetry generation and the absence
of fine-tuning is detrimental to the models’ perfor-
mance on more specific tasks, e.g. generating poetry
in a specific style (Sawicki et al., 2023). Zhang and
Eger (2024b) introduce a multi-agent framework for
poetry generation, using LL.Ms. The research sug-
gests incorporating non-cooperative dynamics in Al
systems for enhancing creative diversity in a way
similar to how human artists often deliberately dif-
ferentiate their work from others. However, (Chen
et al., 2024) report that current Al poetry still lacks
in diversity, rhyming and semantic complexity, not-
ing however, that style conditioning and character
level modelling can help remedy these deficiencies
to some extent.

3 The dataset

This paper uses an open-access dataset created by
the second author with the help of a group of un-
dergraduate students at the Philology Department,
University of Crete. The slightly modified and richer
corpus used here comprises over 600 poems in txt.
format by a group of interwar Greek poets, namely
Tellos Agras, Fotos Giofyllis, Romos Filyras, Kostas

!Github of the paper material can be found here: https:
//github.com/StergiosCha/RAG-poetry

Karyotakis, Napoleon Lapathiotis, Kostas Ouranis,
Mitsos Papanikolaou, and Maria Polydouri. With
the notable exception of Kostas Karyotakis, the most
prominent figure of this group who is recognized
as a major Greek poet, the interwar poets are often
referred to collectively, with an emphasis on their
shared features. Melancholy, pessimism, and exis-
tential anxiety, stemming among other sources from
the frustration of national expansionist aspirations
and the dire sociopolitical reality of Greek interwar,
as well as an added emphasis on nostalgia and a sotto
voce quality, all of which are ascribed to neoromanti-
cism and/or neo/post-symbolism (Filokyprou, 2009),
are the most frequently repeated features of these
lyrical poets (Beaton, 1994).

4 The models

The first model we use is based on Retrieval-
Augmented Generation. The main idea is to use ex-
ternal resources to augment the performance of LLM
models. In our case, the system takes a theme and
the name of the poet as input, and then tries to search
through a collection of poems (in our case, using
our dataset of interwar poetry) in order to use them
as examples to prompt LLMs. Search is performed
using a multilingual model (paraphrase-multilingual-
MiniLM-L12-v2). Each poem is converted into vec-
tor embeddings that are then stored in a FAISS vec-
tor store. FAISS is an effective library for effective
similarity search and clustering. When a query is
received, it is converted into the same vector space
as the input poems. Similarity is computed using
cosine distance, with the the model trying to match
poems that are thematically similar to the query. The
poems are then filtered according to the poet, trying
to ensure that the retrieved examples match both the
theme and the poet’s style. After this filtering, the
retrieved poems are used to construct the prompt for
the generation model. A prompt example can be seen
at the appendix. The pipeline is shown in 1:

The second model we use combines this basic
RAG system with a contrastive approach. While
maintaining the same embedding and similarity
search infrastructure, the system now retrieves two
distinct sets of examples: poems by the target poet
that match the theme, and poems about the same
theme written by different poets. This dual retrieval
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Figure 1: The Poetry Generation System Architecture. RAG retrieves similar poems from the target poet only, while
Contrastive RAG additionally incorporates contrasting examples from other poets of the same school.

process uses the same multilingual embeddings and
FAISS vector store, but applies different filtering
criteria to create contrasting sets. The system first
performs a broader similarity search to find themati-
cally relevant poems, then splits these into positive
examples (by the target poet) and contrastive ex-
amples (by other poets). These two sets are then
incorporated into an enhanced prompt structure that
explicitly guides the LLM to follow the stylistic pat-
terns of the target poet while avoiding the stylistic
features present in the contrasting examples.

In total we had 8 poet/theme pairs using GPT4-
turbo with two poems each for base, RAG-assisted,
and RAG-assisted contrastive generation (total of 48
poems) and 7 poet/theme pairs for GPT4o (total of
42).

5 Results and Discussion

Two expert evaluators were used for the GPT4o0 gen-
erated poems and three expert evaluators for GPT4-
turbo. The evaluators were only shown the resulting
poems without the corresponding prompts, and were
asked to assess the closeness of the generated poem
to the style and versification of the target poet, as well
as evaluate the poem’s relevance to its proclaimed
theme and the level of creativity shown. The results
of inter-annotator agreement show moderate agree-
ment when using Spearman correlation (approx. 0.4).
The agreement becomes moderate to strong when

taking into account the relativity of judgments using
nornalized z-scores (0.6). The results are shown in:

The table below shows the results of evaluation
on several poems pairing themes and poets across a
number of parameters as this was done by experts
on Modern Greek poetry and tested on GPT-4-turbo
and GPT-4o0:

As we can see in figures 5 and 3 the RAG-model
scores the highest for style and theme when using
GPT40 and ties with base LLM in terms of theme
in the GPT4-turbo case. Overall, the RAG system is
marginally better w.r.t style and theme but the base
model fares better w.r.t versification and creativity
compared to the base models. The RAG plus con-
trastive model has the worst overall scores. This does
not mean that the contrastive approach is not useful,
but, probably, that the contrastive examples given
to the system were not effective, because they were
not distinctive enough, given that they were by poets
of the same poetic school. The theme superiority of
RAG is to be expected given that the retrieved poems
are retrieved according to thematic fit. Versification
is lacking in all approaches, however the base LLM
outerperforms the enhanced approaches across the
versification category.

Besides the expert evaluators, we also reverted
to some metrics to assess the performance of the
models vs. the original corpus, such as Vocabulary
density (VD), Average words per sentence (AWpS)
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Figure 2: Comparison of standard (Spearman) correlation coefficients and relativized (Z-score normalized) correlation
coefficients across different models and methods. Blue bars represent standard correlation values, while red bars
show relativized correlation values after Z-score normalization to account for different scale usage patterns between
evaluators. The left side shows results for GPT-40 with two evaluators, and the right side shows results for GPT-4 Turbo

with three evaluators.

CON RAG Base LLM Original
Poet Vocab Avg Read. Vocab Avg Read. Vocab Avg Read. Vocab Avg Read.
Papanikolaou  0.558 26.1 7.830 0.492 222 8129 0516 247 6333 0353 20.6 9.229
A fromorig.  +0.205 +55 -1.399 +0.139 +1.6 -1.100 +0.163 +4.1 -2.896 - - -
Agras 0.558 20.7 8.114 0537 193 9551 0.545 28.7 8302 0.199 188 9.229
A fromorig.  +0.359 +1.9 -1.115 +0.338 +0.5 +0.322 +0.346 +9.9 -0.927 - - -
Lapathiotis 0498 237 7.121 0527 281 8984 0474 27.1 7.008 0.323 213 9.033
A fromorig.  +0.175 +2.4 -1.912 +0.204 +6.8 -0.049 +0.15]1 +5.8 -2.025 - - -
Ouranis 0474 240 8.691 0515 323 10246 0495 276 8819 0.273 34.2 10.872
A fromorig.  +0.201 -10.2 -2.181 +0.242 -1.9 -0.626 +0.222 -6.6 -2.053 - - -
Karyotakis 0422 222 9412 0447 18.1 10416 0437 195 7.663 0.322 142 10.249
A fromorig.  +0.100 +8.0 -0.837 +0.125 +3.9 +0.167 +0.115 +53 -2.586 - - -
Polydouri 0395 195 6994 0414 200 8351 0397 228 6.211 0255 165 8.631
A fromorig.  +0.140 +3.0 -1.637 +0.159 +3.5 -0.280 +0.142 +6.3 -2.420 - - -

Table 1: Combined metrics for common poets across all approaches, with deviations (A) from original poems shown
below each row. For each metric, the highest score among CON, RAG, Base LLM, and Original is shown in bold.

and Readability Index (RI). We used Voyant Tools
for this purpose. The results are shown in tablel The
table does not give us a very clear picture, but some
things do stand out: a) There is a clear tendency in all
models to increase VD as well as AWpS. This is prob-
ably due to their base training in far more analytical
discourse than in the elliptical poetic discourse exhib-

ited in interwar Greek poetry; b) this is also related
to the original poems exhibiting generally a greater
RI, as Voyant Tools use the Coleman-Liau formula,
based on number of letters, words and sentences; c)
RAG, which seems to perform better according to
the evaluators, has generally the most increased VD,
but it stays closer to the original AWpS, a feature
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Figure 4: Comparison of approaches (RAG, Base,
RAG+Con) for three-annotators using GPT-4-turbo.

that would be more readily recognized as distinc-
tive of style, hence gaining more credibility with the
evaluators.

6 Conclusions and future work

The paper has produced mixed results, showing some
potential for the use of RAG in poetry generation,
particularly as regards a recognizable style. RAG
also seems slightly better at developing a theme con-
sistently throughout a poem, as well as maintaining
a style closer to the target poet, while it also has an
edge in creativity in one of the two models. Still,
base LLMs are quite consistent across a number of
categories. The consistency in versification and the
fact that they score higher in this dimension might
have to do with their ability to maintain an internal
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Figure 5: Average scores across all figures for all evalua-
tors (RAG, Base LLM, RAG+Con).

rhythm and also being more successful at rhyming
than the assisted models. This does not necessarily
have to do with an understanding of the poetic style
asked to generate. Most probably, this is the result
of being trained on simple poems and/or song lyrics
that have a sense of rhythm and rhyming. This is
an interesting avenue to explore, using RAG mod-
els that are also improvements over this dimension.
This might need a more nuanced approach where
the retrieved poems are retrieved across a number of
dimensions and not only thematic fit. For example,
poems in this style rely heavily on rhyme and, as
such, improving a model on this dimension needs
a RAG system that is not only sensitive to meaning
similarity but also to rhyme-sensitive meaning sim-
ilarity. This is definitely one avenue that needs to
be further explored. As far as contrastive training is
concerned, future work might include working first
with starkly contrastive poetic styles (eg. modernist,
or surrealist) and then move on to train the model to
the more nuanced differences within a poetic school.

Limitations

We acknowledge three main limitations to this work.
The first one concerns exploring more variations of
RAG and Contrastive RAG models to have a clearer
picture of their effectiveness. The second one is
about the effectiveness of these approaches as we
move to other poetic styles and/or in other languages.
The last one regards the limited pool of expert eval-
uators (experts in interwar Modern Greek poetry),



should one wish to duplicate the results and broaden
the research.
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A RAG Prompt Example for poet
Polydouri and the Theme love with k = 6

Anutopynoe éva véo eAAnvixo molnuo 6To Ugog
¢ Moglag ITohudoven.
Ofua: oydmn

Hopadelypoto TopdUOoLwY TOMUATOY VLo EUTVEUCT:

[Molnpa 1:

NG OHOPYPLAC TO TEPUOUA,

TN VEWOTN ToU [’ apriVeEL.

‘Eho yAuxé

‘Elot YAUXE, %1’ oy @Tdvn 1 VOYTA X TO 6X0TAdL
oc o’ apéon, acTépivo VYaumd oTEPAVL

N aydnn you Yo cou qopéan.

Y10 TopAYUEVO UETWTO GOU

apYd Tar 6dyTuAa Yo clpw

xn’ 6,1 elve mddog oty %xopdd cou ¥’ avdion
OdxpLor xou poEO.

Hotnuo 2:

MOVEY o Ylol TN OLAEYTAV oydmn Gou.

Movéya ywti 1600 wpaio u’ oydnnoeg
élnoa, va mAndaive

Ta ovelpatd cou, weale mou Pociledeg x

€tol yAuxd medoivw

povérya yti 10c0 wpalo U aydmnoeg.
Yeuvotne

Tnv oupoppld mou xhelve péoa pou

xavelg 0ev V€AW vou TN volwor.

Ae do pnopoloe va TN oluwve

[Moinua 3:

VAvoL LOVAyT TOu «yolpe» 1) Y0pdn

oTNV %oE0Ld ou!

[Iéve to wpata, T ayvd, 1 L.

ABwpopior oG arydmng Tor pdTiaL.

Koxiog peddol oto yaraouod

TOU 0, TL AMOMEVEL,

GTO HoPAOUO TOU €yl aviioel

péoa pou %’ €€w - xoooU TANUULEA,

onuaio amoxieiopov!

[Iéve to wpata, T oyvd, 1 Con.

[Totnuo 4:

Ay, ue movel 1 xopedid pou

Ay, ue movel 1 xapdd pou. Olte 1 yatid cov,
®Oon, mou Pou MooLV Uid TUENYOELS.

Mdtonar to Adoog p’ 6ha Tor xAdpLd.

velEL ot Jou QWVALEL 1) OUOPQLE COU.

OUte 1 patd cou, Aydmn Aumnuévn,

Avydmn owwnnhy, e pe mhavd.

H oxédm pou oyt nwg oe Anouovd,

[Toinua 5:

Méc’ otnv %opdld uou

Méc’ otnv xopdld pou TN Pouly,

XUEO T PNUAUCUEVT], ETEPUCEV M)

aydmn Gou cav GvolEng

VooVl

Kot to andovén tou xamuol otdin otnyv aviiouévn
YOEA LOL Xa TEoy0VONOE — ALY TAEO XU TREUOVAAL.
[Noti Yupdoo to BouBd, to enuacuévo xdcTEo
[Totnuo 6:

AAUGPWOES 0T YEIAN HOU ATAWUEVO

%’ €YEWC UEC’ OTWV UATIOV You TO EaoTEPWUA
Tov w600 cou TEEAAA xadpepTIoUEVO.

Me yvoploeg va Yépvw oTNny aydmn cou
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ooy TETUAOUBA GTO GALXO AOLAOVDL
xan vou oxopTilw 600 1 %Sl oL e80VOTOY
pueduoTnd T EPOTIXG TEAYOUDL.

AnutoUpynoe éva VEO TE®OTOTUTO TOINUO TOU VoL
1. Awtneel o UQog xaL TNV TEYVOTEOTIA TWV
TPUOELYUATODVY

2. Xpnoworotel mapouola dour) oTlywy

3. Alwonolel TAoUCLEC TOINTIXES ELXOVES

4. Elvor yovoadixd otny €xgpaon

To molnua:
RAG-Generation



