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Abstract

New LLM-based OCR and post-OCR correc-
tion methods promise to transform computa-
tional historical research, yet their efficacy re-
mains contested. We compare multiple correc-
tion approaches, including methods for "boot-
strapping” fine-tuning with LLM-generated
data, and measure their effect on downstream
tasks. Our results suggest that standard OCR
metrics often underestimate performance gains
for historical research, underscoring the need
for discipline-driven evaluations that can better
reflect the needs of computational humanists.

1 Introduction

Optical Character Recognition (OCR) has long
posed challenges for large-scale computational
analysis of historical documents, particularly those
with difficult-to-parse text. While vision-to-text
models such as ChatGPT-40 or LLaMA 3.2 in-
creasingly outperform conventional methods like
Tesseract, they remain financially or technically
out of reach for many humanities institutions if
used at scale. An alternative is to use generative
Al for correcting baseline OCR output. While con-
ventional NLP metrics show mixed levels of im-
provement from Large Language Model (LLM)-
based correction, historians report dramatic quality
gains in anecdotal tests(Humphries, 2023). This
discrepancy prompted two central questions: (1)
How can we measure post-OCR correction in ways
aligned with historians’ needs? (2) Do these meth-
ods substantially improve OCR sufficiently to al-
ter downstream tasks? Through experiments on
multiple post-OCR correction strategies, including
fine-tuning with both human and LLM-generated
transcription data, we evaluate standard metrics
and explore discipline-specific alternatives.

2 Similar Work

Improving OCR accuracy remains a widely-
acknowledged critical task for historical text anal-
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ysis (Traub et al., 2015; Cordell, 2017; van Strien
et al., 2020). Recent developments in large lan-
guage models have spurred varied approaches to
this issue (Rigaud et al., 2019). One body of
work has focused on the possibility of using non-
specialized instruct models for improving OCR
quality. Testing a wide variety of such models,
(Boros et al., 2024) find little improvement and
even mild degradation in output quality. However,
studies such as Zhang et al. (2024); Kanerva et al.
(2025); Bang (2024) challenge this conclusion, re-
porting substantive benefits, especially for printed,
English-language texts from the last several cen-
turies. The source of this discrepancy remains
unclear—potential explanations include changes
within the models or differences in the application
of evaluation metrics. (Manrique-Gémez et al.,
2024) expand on such research by incorporating
extensive approaches for error identification and
analysis in relation to historical Spanish, while
(Bourne, 2024) experiments with prompt context,
laying out a useful approach to evaluating down-
stream impact. Another approach, including work
by (Booth et al., 2024), (Beshirov et al., 2024),
(Hemmer et al., 2024), and (Debaene et al., 2025),
has focused on developing methods for fine-tuning
local models. Such research, which is often ap-
plied to lower-resourced languages or older histori-
cal texts, frequently grapples with a paucity of the
gold-standard transcriptions necessary for training,
requiring engagement with synthetic data that our
materials enabled us to avoid. Finally, a set of
more recent papers, including (Li, 2024), (Ghiriti
et al., 2024) and (Kim et al., 2025) have explored
the potential efficacy of vision-to-text models for
historical OCR on both typed and hand-written
documents.
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3 Materials and Methods

3.1 Corpora

Our analysis draws on a collection of correspon-
dence from American Federation of Labor founder,
Samuel Gompers, held by the Library of Congress.
The complete collection, the vast majority of which
has not yet been processed with OCR, contains
roughly 500,000 letters. The corpus consists of
high-quality scans of low-quality documents ini-
tially preserved for office use in a letter-press book.
From this collection, roughly 20,000 letters have
been transcribed by volunteers from the Library’s
“We The People” crowd-sourced project. These let-
ters provided a large set of gold-quality data for test-
ing and training (Library of Congress, Manuscript
Division, n.d.). We used 10,000 of these documents
as a training set and another 1,000 as a testing set.
Each letter contained, on average, 134.4 words.

3.2 Methods
3.21 OCR

As a baseline for "conventional" OCR, we used
Google’s Tesseract engine, running it over the en-
tirety of both the training and testing sets (Smith,
2007). In addition, we applied the vision-to-text
models LLaMA 3.2 and ChatGPT-4o0, as well as a
version of text-to-text ChatGPT-40, over the same
materials (Dubey et al., 2024; Achiam et al., 2023).
We then trained local BART and ByT5 models us-
ing three different quantities of training data (100,
1,000, and 10,000 examples), with both "gold" (hu-
man) and "silver" (LLaMA/ChatGPT) transcrip-
tions (Lewis, 2019; Xue et al., 2022). Each train-
ing pair consisted of Tesseract-generated OCR as
input and either human, ChatGPT, or LLaMA tran-
scription as the target. We then used these trained
models to correct Tesseract OCR on the 1,000 test
documents, comparing the results to gold-standard
human transcriptions. Computation used 48 CPU
nodes for PyTesseract, four NVIDIA A100 GPUs
with 80 GB of memory for training, and one L40S
GPU with 48 GB of memory for inference.

3.2.2 Measurement

In order to evaluate OCR improvement, we mea-
sured the accuracy of the new transcriptions using
the standard metrics of Character Error Rate (CER)
and Word Error Rate (WER). Both CER and WER
are based on normalizing the Levenshtein distance
between the output and reference against the length

of the reference (Neudecker et al., 2021).

Insertions + Deletions + Substitutions

CER/WER =

Total Reference Length
)

In addition, we also employed precision as a key

unordered metric, as discussed below.

o True Positives
Precision =

True Positives + False Positives

2

3.2.3 Downstream Tasks: Named Entity
Recognition and Word Embeddings

To assess how OCR quality influenced downstream
humanities tasks, we focused on Named Entity
Recognition (NER) and word embeddings as rep-
resentative examples. Using spaCy, we extracted
named entities from both the human-transcribed
and the Al-corrected OCR (Honnibal and Montani,
2017). To evaluate semantic change, we measured
the cosine similarity between BERT embeddings as
an indication of the relative difference between tex-
tual variants. All ground-truth texts and OCR out-
puts were tokenized using the Hugging Face Bert-
TokenizerFast for the bert-large-uncased model
(Devlin et al., 2019; Wolf et al., 2020) and eval-
uated using scikit-learn (Pedregosa et al., 2011).
A-B

cos(0) = TATBI @

4 Results and Analysis
4.1 Basic OCR Evaluation

As can be seen in Table 1, the vision to text mod-
els employed were the clear leaders in both CER
and WER, demonstrating a significant level of in-
creased accuracy over both the baseline Tesseract
and the post-OCR correction models. These results
support a growing consensus from existing litera-
ture, while extending it to poorly printed correspon-
dence rather than handwritten texts (Humphries
et al., 2024). ChatGPT-4o likewise boasted a solid
performance, marking a 42 percent improvement
over the Tesseract WER average and 68 percent
over the median. Similarly, it decreased the CER
by 15 percent on average and 41 percent over the
median. While this substantive improvement re-
flects the conclusions of some current scholarship,
it pushes back against the conclusion of state-of-
the-field analysis such as that presented in (Boros
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et al., 2024). Given that the most significant dif-
ference between our experiment and theirs was the
change from ChatGPT-4 to ChatGPT-4o0, this new
finding illustrates the speed of improvement among
state-of-the-art LLMs for such tasks.

4.2 Bootstrapped Fine Tuning

We also sought to explore the possibility of fine-
tuning open-source BART and ByT5 model for
the same type of post-OCR corrections. For such
tuning, we used text transcribed by humans (gold)
and multimodal large language models (MMLLM)
(silver), repeating the experiment with 100, 1000,
and 10,000 documents. In doing so, we sought
to discern whether it might be possible to replace
expensive human transcription with larger amounts
of machine-generated data, "bootstrapping"” fine-
tuning while avoiding the computational expense
of running an MMLLM against hundreds of thou-
sands of documents. Exploratory qualitative as-
sessments suggested impressive results. Despite
this, standard NLP error metrics instead showed a
significant decline in quality, not only when com-
pared to other post-OCR correction methods but
also against raw Tesseract output. As can be seen
in Table 1, only the median WER of the three 10K
models showed a modest improvement over the ba-
sic Tesseract output, an increase that ranged from
31 to 35 percent. Meanwhile, even the best ByT5
models had error rates of over 80 percent. Exam-
ined on its own terms however, the difference pro-
duced by using gold (human-transcribed) versus sil-
ver (MMLLM-generated) data for fine-tuning was
relatively small. While the human-trained model
outperformed the BART-LLaMA and BART-GPT
trained models on average, the median CER and
WER results were much closer. This was espe-
cially true for models trained on 10,000 documents,
where both the median CER and WER of all three
were within three percent. Importantly, using a
larger amount of MMLLM-generated data allowed
us to train models that outperformed human-trained
models produced with less data.

4.3 Precision As Better Metric For Historians

Both WER and CER metrics emerged from the
evaluation needs of speech recognition and ma-
chine translation. Historical inquiry, however, has
a different set of requirements. Historical sources
are usually incomplete. Absence (false negatives)
is expected (Guldi, 2023). Historians—though they
do not use such terminology—prioritize precision

over other measurements like recall or Levenshtein
distance because the basic analytical methods of
the discipline are built around the high likelihood of
missing information (false negatives), but not fabri-
cation (false positives). Precision, therefore, is the
correct metric to emphasize true positives. As his-
torians, precision, unlike other metrics, aligns more
closely with our qualitative reading of the OCR cor-
rections. Based on this distinction, we examined
the precision of the top models from the previous
experiment. As can be seen in Figure 1, the re-
sults are substantively different from CER/WER.
Across all the models, as seen in Figure 1, training,
of any sort, improved the models’ corrections over
Tesseract, with the best fine-tuned models marking
improvements of over 30 percent. Indeed, these
open-source models are actually relatively compet-
itive with the top vision-to-text models. The best
model, a BART model trained on 10,000 exam-
ples of LLaMA data, delivered a precision of 92.6
compared to ChatGPT-40 (95.6) or LLaMA (96.5).

Figure 1: Median Precision OCR

4.4 Downstream Tasks

To further test the potential value of precision as
an alternate metric, we examined how model out-
puts affected downstream humanistic tasks, using
named entity recognition as a proxy for the basic in-
terests of archival history. As seen in Figure 2, the
two vision-to-text models are still superior, with a
157 percent increase over Tesseract, and a 14 per-
cent gap with the nearest fine-tuned model. Once
again, fine-tuning both the BART and ByT5 models
marks a significant improvement over the baseline,
with little difference between gold and silver qual-
ity training data. Finally, the ByT5 model, which
was worse than the BART model in both error rates
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Table 1: Standard OCR Performance Metrics—LILMs + Trained BART

Model | Avg. WER (%) WER Std (%) Median WER (%) | Avg. CER (%) CER Std (%) Median CER (%)
Tesseract 35.6 51.5 239 20.1 352 9.4
ChatGPT Vision 12.0 18.5 5.8 9.2 18.0 3.5
Llama32 10.2 15.4 6.4 73 13.7 4.3
ChatGPT Text-To-Text 20.3 38.9 7.6 17.1 37.6 5.5
BART-Human 100 57.0 54.3 50.7 41.1 352 35.7
BART-Human 1000 40.1 52.7 29.4 31.7 36.0 224
BART-Human 10000 29.1 54.5 15.9 27.3 89.9 12.3
BART-LLaMA 100 58.9 54.6 51.9 42.7 349 37.8
BART-LLaMA 1000 48.3 472 40.8 37.2 32.6 30.1
BART-LLaMA 10000 34.7 90.5 155 30.3 84.6 10.8
BART-ChatGPT 100 572 54.4 51.0 41.1 35.0 35.8
BART-ChatGPT 1000 48.0 49.1 40.0 36.6 339 292
BART-ChatGPT 10000 40.9 90.0 16.4 385 107.2 13.2
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Figure 2: Median Precision NER

and precision, turned out to be slightly better for
NER, a result that might reflect the BART model’s
propensity to hallucinate.

Beyond the simple metric of NER precision, we
also sought to understand the semantic meaning
of changes to the text created by OCR correction
via word embeddings (Bourne, 2024). We used a
BERT model to calculate the embeddings of text
from the OCR and then compared that with em-
beddings from the human-annotated ground-truth.
As seen in Figure 3, the median cosine similar-
ity of the top trained models not only offers an
increase in accuracy of 5 percent over Tesseract,
but comes within 0.5 percent of a multimodal flag-
ship model. While Al-corrected OCR might have
higher word and character error rates, semantically
they are nearly identical. Despite divergence in the
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Figure 3: Median BERT Similarity

upstream data sources, the downstream tasks show
less divergence in performance.

5 Conclusion

While these experiments show the efficacy of some
forms of LLM-based OCR correction for improv-
ing OCR accuracy, our methods of fine-tuning
BART and ByT5 models produced results close
to, but not quite as good as, those of current state-
of-the-art models. They did, however, demonstrate
that fine-tuning with silver-quality OCR data pro-
duces results comparable to results with smaller
quantities of human-generated text. This finding
presents a path forward for lower-resourced re-
searchers and institutions, while casting doubt on
the continued necessity of large-scale human tran-
scription through crowdsourcing. Trade-offs exist
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between computational cost and accuracy, but the
choice over those trade-offs should be made by
informed researchers with a clear sense of their
specific downstream tasks. With more optimized
training techniques, we hope our results can be fur-
ther refined, closing the gap between our low-cost
method and the flagship multimodal large language
models.

In addition, our comparison between the tradi-
tional metrics of CER/WER and a "historically
specific" focus on precision indicates the impor-
tance of multiple, discipline-specific (or at least
task-specific) frameworks for evaluating OCR qual-
ity. According to edit-distance-based metrics, even
the best of our fine-tuned models underperformed
the Tesseract baseline. However, when considering
the impact of these same changes on downstream
tasks, both NER precision and embedding simi-
larity showed improvements, suggesting a signifi-
cant semantic change not adequately captured by
CER/WER. Ultimately, we believe that this work
demonstrates the importance of a robust interdisci-
plinary conversation on how—and for what—NLP
is being used within the humanities.
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