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Abstract

Human-annotated data is fundamental for train-
ing machine learning models, yet crowdsourced
annotations often contain noise and bias. In this
paper, we investigate the feasibility of employ-
ing large language models (LLMs), specifically
GPT-4, as evaluators of crowdsourced anno-
tations using a zero-shot prompting strategy.
We introduce a certainty-based approach that
leverages linguistic cues categorized into five
levels (Absolute, High, Moderate, Low, Uncer-
tain) based on Rubin’s framework—to assess
the trustworthiness of LLM-generated evalu-
ations. Using the MAVEN dataset as a case
study, we compare GPT-4 evaluations against
human evaluations and observe that the align-
ment between LLM and human judgments is
strongly correlated with response certainty. Our
results indicate that LLMs can effectively serve
as a preliminary filter to flag potentially erro-
neous annotations for further expert review.

1 Introduction

Human-annotated data remains a cornerstone for
training datasets in machine learning applications.
However, crowdsourced annotations are often noisy
and contain biases (Demszky et al., 2020; Edwin
Chen, 2022; Stoica et al., 2020; Zhang et al., 2023;
Wang et al., 2020). Additionally, the context and
perspective of annotators can limit the accuracy
and comprehensiveness of these annotations (Mena
et al., 2020; Cao et al., 2023). In digital humani-
ties, where subtle nuances and context is critical
to interpretive accuracy, such biases and errors can
undermine research findings. Therefore, it is es-
sential to continuously evaluate and improve the
quality of human annotations in existing datasets.

When working with existing annotations, re-
searchers often lack access to the original anno-
tators or their decision rationale. Even though
dataset documentation frameworks (e.g. data
statements or Data Cards) aim to improve trans-
parency (Pushkarna et al., 2022), in practice most

public datasets only provide the final labels. Vali-
dating crowdsourced annotations after the fact typ-
ically requires domain experts or trained annota-
tors to re-annotate a sample and measure agree-
ment (Davani et al., 2022). This approach is reli-
able but labor-intensive and costly, especially as
datasets grow in size.

Recently, large language models (LLMs) have
shown exceptional performance across various data
annotation tasks (Tan et al., 2023; Jeblick et al.,
2023; Gilardi et al., 2023; Goel et al., 2023). Yet,
human input remains crucial in most annotation
efforts. This paper explores the potential of LLMs
in delivering reliable evaluations and supporting
continuous improvements in the quality of crowd-
sourced data annotations.

We propose leveraging linguistic cues from
LLM-generated evaluations to gauge the certainty
of responses, using this certainty as an indicator
of the trustworthiness of the evaluations. This pa-
per presents preliminary results from applying this
method, utilizing a zero-shot prompting strategy
with GPT-4 to evaluate a general domain event
dataset containing event-labeled sentences.

2 Related Work

2.1 Challenges in Crowdsourced Annotations

Significant research has focused on improving the
quality crowdsourced annotations by identifying
individual annotator patterns (Mena et al., 2020)
and deriving reliability scores based on annotator
expertise and task complexity (Cao et al., 2023).
However, these approaches are primarily designed
to optimize the annotation process itself. Further-
more, despite these efforts, many crowdsourced
datasets still exhibit a significant number of label-
ing errors. For instance, the TACRED relation ex-
traction dataset has an estimated 23.9% error rate
(Stoica et al., 2020), the GoEmotions dataset may
contain up to 30% incorrect labels (Demszky et al.,
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2020; Edwin Chen, 2022), and a study by Zhang
et al. found an error rate of approximately 25.79%
in a sample of 10,000 instances from the MAVEN
dataset (Zhang et al., 2023; Wang et al., 2020).

2.2 Supporting Data Annotation with LLMs

Previous studies (Brown et al., 2020) have demon-
strated that a pre-trained LLM can achieve bench-
mark performance for NLP tasks like question an-
swering (Tan et al., 2023), document summariza-
tion (Jeblick et al., 2023), text annotation tasks (Gi-
lardi et al., 2023), without the need for fine-tuning.
The research community is actively investigating
the role of LLMs in data annotation and its ad-
vantages and disadvantages in different annotation
tasks (Gilardi et al., 2023; Goel et al., 2023).

This paper contributes to this growing body of
knowledge by investigating the possibility of us-
ing LLMs as evaluators, rather than annotators, of
previously crowdsourced annotations.

3 Method

We propose leveraging linguistic cues from LLM-
generated evaluations to measure response cer-
tainty, using this metric as a proxy for the eval-
uations’ trustworthiness.

Prior research has introduced several methods
for assessing certainty in LLM outputs. For ex-
ample, logit-based approaches (Guo et al., 2017;
Jiang et al., 2021) are frequently used to quantify
uncertainty at the token level. Meanwhile, methods
based on verbalized confidence (Lin et al., 2022;
Kadavath et al., 2022) and consistency (Wang et al.,
2022; Xiong et al., 2023) have been developed
to evaluate overall response accuracy. However,
LLMs can exhibit notable overconfidence when
expressing uncertainty (Tanneru et al., 2023), and
consistency-based methods tend to be computation-
ally expensive (Chen and Mueller, 2023).

To evaluate the trustworthiness of LLM-
generated assessments of data annotations, we pro-
pose an approach that uses linguistic cues to de-
termine the certainty of these evaluations. This
method is inspired by epistemic uncertainty theory,
which notes that humans often signal their level
of confidence with phrases like “I guess” or “It’s
likely.” This method is based on the assumption
that, although LLMs do not possess true epistemic
certainty – they generate responses based on statisti-
cal likelihood – they nonetheless reflect uncertainty
through similar linguistic markers. In this study,

we adopt the standard Rubin’s framework (Rubin,
2006) to identify such cues in LLM responses.

3.1 Theoretical Backgrounds

Existing literature on pragmatics and discourse ad-
dresses textual certainty through various interre-
lated linguistic concepts. For example, hedging
refers to the use of words that render a phrase
more ambiguous, thereby introducing speculation
(Lakoff, 1973). Vincze (Vincze, 2014) and Szarvas
(Szarvas et al., 2012) categorize it under semantic
and discourse certainty, and Sauri links textual cer-
tainty to factuality (Saurí and Pustejovsky, 2012).
Rubin (Rubin, 2006) synthesized these perspec-
tives, clarifying that certainty can be understood
through three main linguistic dimensions: epis-
temic modality, evidentiality, and hedging.

Epistemic modality refers to the speaker’s degree
of confidence in a proposition, typically expressed
through words such as “think” or “may” (Coates,
1987). Statements that include these markers are
explicitly qualified for certainty, while those lack-
ing them are implicitly certain. For example, “His
feet were blue” is implicitly certain, whereas “His
feet were sort of blue” is explicitly uncertain due
to the hedge “sort of.”

Evidentiality evaluates the trustworthiness of in-
formation by considering its source. This concept
overlaps with epistemic modality by incorporating
the speaker’s attitude toward knowledge (Chafe
and Nichols, 1986). Chafe expands evidentiality to
encompass both the evidence supporting a claim
and the attitude toward that evidence, a perspective
that Rubin uses to interpret textual certainty.

Hedging serves to introduce uncertainty or
soften assertions, using single words or phrases
such as “in my opinion” (Vincze, 2014; Hyland,
1998; Brown and Levinson, 1987). Rubin’s frame-
work leverages these concepts by identifying cer-
tainty markers and categorizing them as Absolute,
High, Moderate, Low, and Uncertain.

We applied Rubin’s guidelines (Rubin, 2006)
to identify these markers and assign correspond-
ing certainty levels to LLM responses. These ag-
gregated certainty levels then provide a means to
evaluate the trustworthiness of LLM-generated an-
notation evaluations.

3.2 Study Design

In this study, we investigate the use of linguistic
cues to assess the certainty level of LLM responses
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as a metric for assessing LLM-generated annota-
tion evaluations. Specifically, we aim to answer the
following research questions (RQs):

RQ1: How effectively can a large language
model like GPT-4 identify correct vs. incorrect an-
notations in a crowdsourced dataset? We measure
effectiveness by comparing the LLM’s judgments
with those of human evaluators on the same data.

RQ2: In the context of annotation evaluation,
how does GPT-4 linguistically express certainty
or uncertainty about its judgments? We qualita-
tively and quantitatively examine the language used
in GPT-4’s responses (e.g., usage of modal verbs,
hedges, or confident assertions).

3.2.1 Dataset and Baseline
We evaluated the crowdsourced annotations in the
MAVEN dataset (Wang et al., 2020), a general-
domain event detection (ED) resource comprising
annotations for 4,480 Wikipedia documents. The
dataset features a diverse array of trigger words
paired with event types, as defined by the frames
in FrameNet (Baker et al., 1998). A trigger word is
typically a verb or noun that signals the occurrence
of an event, while an event label is a predefined
category in the MAVEN event schema assigned to
that trigger word (Consortium et al., 2005).

Zhang et al. (Zhang et al., 2023) evaluated the
MAVEN annotations and flagged disagreements
with the crowd-sourced labels as debatable. For
example, consider the sentence:

46 seconds later the plane crashed
(CATASTROPHE) and burned (BOD-
ILY_HARM) 1335 meters from the
threshold.

In this case, crowd workers identified crashed
and burned as trigger words, assigning the labels
CATASTROPHE and BODILY_HARM, respectively.
While evaluators agreed that crashed correctly in-
dicates a CATASTROPHE event, they disputed the
BODILY_HARM label for burned, marking it as a
debatable annotation. Although the evaluators did
not propose an alternative label, it can be inferred
that burned describes the condition of the plane
rather than implying bodily harm.

All debatable annotations identified by the eval-
uators (Zhang et al., 2023) are publicly available1.
In our study, we use these human evaluations as the

1http://edx.leafnlp.org/event_detection/data/
debatable_annotations

baseline to assess the quality of LLM-generated
evaluations of crowd annotations.

3.2.2 LLM Configuration
State-of-the-art LLMs vary in their training strate-
gies, model architectures, and intended use cases,
with performance largely influenced by factors
such as pre-training, fine-tuning, and test data
(Yang et al., 2024). In our study, we employed
OpenAI’s GPT-4 to evaluate crowd-sourced anno-
tations, given its strong performance across mul-
tiple benchmarks (Brown et al., 2020; Tan et al.,
2023; Jeblick et al., 2023). The experiments were
conducted from January to March 2024.

For each API request, we set the temperature
to 0.6, following the recommendations in the
ChatGPT-4 technical report (Achiam et al., 2023).
We then iteratively refined our prompts based on
several considerations (DAIR.AI, 2024). First,
we used clear command verbs—such as “Assess,”
“Evaluate,” and “Identify”, to instruct the model.
We found that “Evaluate” yielded the best results.
We also focused on positive, specific instructions
rather than emphasizing what the model should
avoid. After testing several iterations of prompt
design, we settled on the following prompt:

Evaluate the choice of the word <Trigger
word> as a trigger word signifying the
event <Event Label> in the sentence
<Sentence>. Please explain. If you dis-
agree with the event label for the word
<Trigger word>, propose a new event
label.

In the study, <Trigger word>, <Event Label>
and <Sentence> are replaced by the actual trigger
words, event labels, and sentences.

3.2.3 Evaluation Generation
We randomly selected a sample of 40 sentences
from the list of debatable annotations (Zhang et al.,
2023). This sample contained a total of 113 event
labels identified by crowd annotators. Among
these, the human evaluators from Zhang’s (Zhang
et al., 2023) study agreed with 86 of the crowd
event labels and disagreed with 27. In other words,
around 24% of the crowd-sourced annotations were
considered as debatable. We sent 113 API re-
quests to OpenAI’s GPT-4 model, each containing
a unique prompt with the trigger words, event la-
bels, and sentences from the sample annotations.
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Figure 1: Study procedure of using LLM to evaluate crowdsourced annotations. The study followed three main
steps: (1) sampling crowdsourced annotations for evaluation, (2) configuring LLM and generating evaluations, and
(3) assessing certainty of LLM-generated evaluations.

The responses are then translated into evaluation re-
sults based on whether GPT-4 agreed or disagreed
with the crowd-sourced event labels. After that,
each response was labeled with a certainty level
based on linguistic cues.

3.3 Certainty Analysis

Previous studies have provided lexical lists of cer-
tainty markers (Prokofieva and Hirschberg, 2014),
but these lists are domain-specific and not directly
applicable to our annotation evaluation scenario.
To address this limitation, we extended the existing
lists by carefully examining the context surround-
ing each sentence in the GPT-4 responses and iden-
tifying additional certainty markers. Each marker
was then assigned one of five certainty levels: Ab-
solute, High, Moderate, Low, or Uncertain, using
Rubin’s annotation guidelines (Rubin, 2006).

Identification of Certainty Markers. We ana-
lyzed each GPT-4 response to detect both explicit
and implicit expressions of certainty. If no explicit
markers were present, the sentence was considered
implicitly certain. For example, in the sentence “I
think he bought it for $100,” the word “think” ex-
plicitly indicates that the statement is an opinion,
suggesting moderate certainty. In contrast, the sen-
tence “I am positive it was he who bought a mower
last week” contains the marker “am positive,” con-
veying high certainty. A sentence such as “Wayne
Storick, a 35-year-old contract laborer, bought his
mower for $100” lacks any certainty marker and is
therefore treated as implicitly certain.

Handling Ambiguity. For sentences where it
was unclear whether an explicit certainty marker
was present, we adopted the following strategies:
(1) Paraphrasing: We reworded the sentence to de-

Sentence Certainty level
He is destined to be famous Absolute certainty
He foresaw a probable loss High certainty
I think he bought it for $100 Moderate certainty
He may need more work Low certainty
We can not know what will
happen

Uncertain

Table 1: Examples of certainty markers for the five
certainty levels

termine if the conveyed confidence level changed.
(2) Auditory Assessment: We read the sentence
aloud to assess its inherent certainty. (3) Marker
Removal: We evaluated the impact of removing
potential markers to observe any shift in the cer-
tainty level. (4) Consistency Check: We compared
sentences within the broader evaluation context to
ensure consistency.

For these sentences, the labeling decision was re-
viewed and discussed by all authors until consensus
was reached.

Assignment of Certainty Levels. Based on
the classification defined in Rubin’s study (Rubin,
2006), each certainty marker was assigned to one
of the five levels: Absolute, High, Moderate, Low,
or Uncertain. Table 1 shows example markers cor-
responding to each level.

4 Results

From the 113 LLM-generated evaluations, each for
one event label, we identified a list of 67 certainty
markers to assess the certainty levels of LLM re-
sponses. We found 60 (52%) of the evaluations
expressed absolute and high certainty, while 45
(39%) of the evaluations expressed moderate cer-
tainty and only 8 (7%) of the evaluations expresses
low certainty. Overall, GPT-4 agreed with 87 labels
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and disagreed with 26 labels.

4.1 Distribution of Certainty Markers

Each evaluation contained multiple instances of
certainty markers, with a total of 490 instances
identified across all responses. Among these, 35
instances indicated absolute certainty, and these
were nearly evenly distributed between cases where
GPT-4 agreed with and disagreed from the crowd
annotations (see Figure 2). One-third of the mark-
ers (N=163) signified high certainty, with 68.71%
appearing in evaluations that agreed with the crowd
annotations. More than half of the markers (N=248)
expressed moderate certainty, with 77.42% found
in cases where GPT-4 concurred with the crowd an-
notations. Finally, the 43 instances indicating low
certainty were evenly distributed between agree-
ment and disagreement cases, and there was only
one instance of uncertainty in evaluations where
GPT-4 agreed with the crowd.

Figure 2: Distribution of certainty markers in GPT-4
responses. All the certainty markers in the entire re-
sponses are counted.

4.2 Certainty Levels of LLM Evaluations

Since LLM responses often contained multiple sen-
tences, the certainty markers from different sen-
tences of the same response could express different
certainty levels. In addition, we have observed
cases where GPT-4 initially agrees with the given
crowd annotation but as it explains its response, it
changes its decision. In these cases, one evaluation
could contain two conflicting decisions and hence,
making it difficult to aggregate the corresponding
certainty markers. Thus, the certainty level of each
evaluation cannot be represented by counting the
certainty markers. The frequency of these markers,
the relative length of the responses, as well as the
sentiment of the decisions expressed, all influence
the certainty of the LLM-generated evaluations.

Therefore, we use the claim sentences where
GPT-4 clearly stated its agreement or disagreement

with crowd labels to determine the certainty of each
evaluation response.

For example, in the following GPT-4 response,
the first sentence is the claim sentence that ex-
presses agreement with the crowd annotation. In
this sentence, there is a certainty marker “some-
what”, that expresses LOW CERTAINTY. Although
this response also had other certainty markers like
“more” and “could”, this evaluation is considered
as LOW CERTAINTY.

The choice of the word captured as a trig-
ger word signifying the event Conquer-
ing in this context is somewhat (LOW

CERTAINTY) inaccurate. Although cap-
turing can be a part of the conquering
process, it does not necessarily (HIGH

CERTAINTY) denote conquering itself.
......... A more (HIGH CERTAINTY) accu-
rate event label could (MODERATE CER-
TAINTY) be Possessing or Seizing.

Using this method, we classified the certainty
level of each LLM-generated evaluation (Figure 3).
Most of the evaluations agreeing with crowd an-
notations expressed moderate, high, or absolute
certainty. When disagreeing with crowds, the eval-
uations are usually moderate to low certainty.

Figure 3: Certainty of GPT-4 Evaluations. The certainty
markers appeared in the claim statement (indicating
whether GPT-4 agrees or disagrees with crowd annota-
tions) were used to determine the evaluation certainty.

4.3 Comparing LLM and Human Evaluations

Figure 4 shows the agreement between LLM and
crowds versus human evaluator from (Zhang et al.,
2023) and crowds, where the overlapping areas
refer to where the evaluations agree with crowd
annotations.

Overall, LLM agreed with 87 of the 113 crowd
annotations and human evaluators agreed with 86.
Among those, 72 event labels overlap, where both
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Figure 4: LLM evaluation vs. Human Evaluation. The
rectangle shape presents all the crowd annotations being
evaluated. The left circle represents cases where LLM
agrees with crowd annotations. The right circle repre-
sents cases where human evaluators agree with crowd
annotations.

the LLM and human evaluators agreed with the
crowd annotations. Among the 26 event labels
where human evaluators disagreed with the crowd
annotations, the LLM also disagreed with 12 of
them. This leads to an observed agreement of
74.3% (72+12

113 ) between LLM and human evalu-
ators. However, after accounting for the possibility
of agreement occurring by chance, as measured by
Cohen’s Kappa, the agreement beyond what would
be expected by chance is only fair (κ = 0.286).
Thus, we further analyzed the discrepancies be-
tween LLM and human evaluators.

There are 14 crowd annotations with which hu-
man evaluators agreed, but the LLM disagreed
with crowd-sourced labels. For 6 of those differ-
ences, we found that the discrepancies were likely
due to the LLM’s lack of awareness of the seman-
tic frames associated to certain event types in the
MAVEN dataset. As the definitions of event la-
bels 2 were not provided in the prompts, GPT-4
evaluated the crowd annotations with the literal
meaning of the event labels rather than the rules
defined in the annotation guidelines. Sometimes
LLM can also go wrong as they make up the as-
sumption around the context.

For example, LLM disagreed with crowd-
sourced event label INFLUENCED as it assumed
that the road was damaged due to ravines and sug-
gested DAMAGE event label.

In Mehedini County, county road
DJ607C and local road DC4 were
affected (INFLUENCED) , due to the for-
mation of transversal and longitudinal

2https://arxiv.org/pdf/2004.13590

ravines.

Sometimes, the event labels suggested by LLM
could also be reasonable, and thus point to am-
biguous cases. For example, the following sen-
tence was annotated to have a trigger word
“district” that mention a PLACING event label
by crowd. “Placing” event label is associated
with the BEING_LOCATED semantic frame. BE-
ING_LOCATED is defined as “A Theme is in a sta-
ble position with respect to a Location. " (Baker
et al., 1998). Without this knowledge, GPT-4 dis-
agreed with crowd event label and suggested “Loca-
tion” or “Geographical_Entity” as the correct event
label.

Fighting was mostly concentrated in
the inner city Chinese business district
(PLACING) of Cholon.

Conversely, it appears that the human evalua-
tions might contain mistakes as well. For instance,
human evaluators have agreed with the crowd event
label for the following sentence.

Although 6 RAR ultimately prevailed
(CONVINCING) , the vicious fighting at
"ap my an" was probably the closest the
australian army came to a major defeat
during the war.

The event label CONVINCING refers to act of per-
suading someone (Consortium et al., 2005), how-
ever, the trigger word prevailed refers to act of
being victorious (Consortium et al., 2005). GPT-
4’s evaluation concurred with this and provided
“Winning" as the correct event label.

Furthermore, there are 15 event labels with
which human evaluators disagreed but LLM
agreed with crowd-sourced labels. Similar to the
where LLM mistakenly disagree with crowd anno-
tations, it may mistakenly agree with the provided
crowd label without recognizing a more accurate al-
ternative due to lack of the overall semantic frames.
For example,

Vehicles and houses were burned and
stores owned by Chinese were plundered
(THEFT).

while “theft" captures the act of stealing, a more
appropriate label would be “robbery," as it specifies
the use of force (Consortium et al., 2005).
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On the other hand, the LLM might overlook key
contextual information and thus fail to identify in-
correct annotations. It might be prioritizing specific
keywords within event labels without considering
the broader context of the sentence. For instance,

Although the helicopter’s loss
was initially blamed on enemy
action, a subsequent inquiry
(CRIMINAL_INVESTIGATION) found
Cardiff’s missile to be the cause.

the lack of context regarding legal charges or crim-
inal activity makes “criminal_investigation” inac-
curate. Yet LLM agreed with this annotation, prob-
ably focused solely on the keyword “investigation"
and disregarded the surrounding context, leading it
to agree with the crowd-sourced label.

Four of these cases, however, revealed human
evaluators’ mistakes. For example,

The exclusion zone was later increased to
radius when a further 68000 people were
evacuated (EMPTYING)from the wider
area.

EMPTYING reflects the act of removing represented
by the evacuated. We also did not find a more
appropriate event label in the MAVEN schema to
disagree with the event label.

4.4 LLM is more certain when the evaluation
is aligned with human evaluators

Value df AS(2)
Pearson Chi-Square 11.688 4 .020
Likelihood Ratio 10.111 4 0.039
No of Valid Cases 113

Table 2: Association between certainty of claim sen-
tences (X) vs GPT-4’s agreement with dedicated anno-
tators’ evaluation (Y). AS(2) means Asymptotic Signifi-
cance (2-sided).

We conducted Chi-squared test of independence
and found that there is a significant association be-
tween the LLM evaluation certainty and whether
the evaluation agrees with human evaluations
(p=0.02, χ2 = 11.69). Further analysis using logis-
tic regression shows that the GPT-4 evaluations are
more likely to express low certainty or uncertainty
when the evaluation results are different from hu-
man evaluators (p =0.019, Exp(B) = 7.912). This
indicates that low certainty markers can potentially
act as an indictor of discrepancies between LLM

and human evaluators, and thus prioritize human
evaluation efforts to those low-certainty cases.

5 Discussion

In this study, we investigated the feasibility of
employing a large language model (LLM) as an
evaluator of crowd-sourced annotations using a
zero-shot prompting strategy. We introduced a
certainty-based approach to assess the trustwor-
thiness of LLM-generated evaluations. Guided
by Rubin’s framework (Rubin, 2006), we devel-
oped a list of certainty markers, categorized their
certainty levels, and analyzed the relationship be-
tween evaluation quality and these certainty mea-
surements. To validate our approach, we compared
the LLM-generated evaluations with human evalu-
ations from (Zhang et al., 2023) as the baseline.

5.1 Using LLMs to Support Human
Evaluators

Our findings reveal that the alignment between
LLM and human evaluations is strongly correlated
with response certainty. Consequently, LLMs can
serve as an effective preliminary filter for detect-
ing potential errors in crowd-sourced annotations.
By evaluating annotations and flagging those that
exhibit low certainty markers, LLMs can identify
cases requiring expert review. This targeted ap-
proach enables human evaluators to focus their ef-
forts on these flagged instances, thereby enhancing
overall efficiency.

Identifying Initial Errors Our results indicate
that the alignment between LLM and human eval-
uations is significantly correlated with response
certainty. Therefore, LLMs can serve as an initial
filter to identify potential errors in crowd-sourced
annotations. By evaluating annotations and flag-
ging those with low certainty markers, LLMs can
highlight cases that require expert attention. This al-
lows human evaluators to focus on reviewing these
flagged cases and improve efficiency.

Providing Additional Insights When LLMs dis-
agree with crowd annotations, they often provide
detailed explanations. These explanations can of-
fer valuable insights and alternative perspectives
that human evaluators might not have considered,
enriching the evaluation process and potentially
leading to more accurate conclusions.

Enhancing Consistency and Reducing Bias Hu-
man evaluators can introduce biases and inconsis-
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B S.E. Wald df Sig. Exp(B)
Absolute -0.144 0.885 0.027 1 0.870 0.866

High -0.194 0.442 0.192 1 0.661 0.824
Moderate -0.202 0.437 0.214 1 0.644 0.817

Low 2.068 0.885 5.468 1 0.019 7.912
Constant -1.088 0.399 7.433 1 0.006 0.337

Table 3: Logistic regression model results: the impact of predictor variables (frequency of the five levels of certainty
markers: Absolute, High, Moderate, Low, Uncertain) on whether the LLM agrees with human evaluations. B
refers to the regression coefficient, S.E. ( Standard Error ) is the Variability of the coefficient estimate, wald test is
coefficient divided by its standard error, the Sig. value is the p-value statistic and Exp(B) represents the odds ratio.

tencies in their assessments due to subjective inter-
pretations or fatigue. LLMs, with their ability to
process large amounts of data consistently, can help
mitigate these issues. By cross-referencing LLM
evaluations with human assessments, discrepancies
can be identified and addressed, promoting greater
consistency and reducing individual biases in the
annotation process.

Facilitating Continuous Improvement The use
of LLMs in the evaluation process can contribute
to continuous improvement in data quality. An
interesting and important future direction is to in-
vestigate the use of LLMs to conduct more targeted
evaluations, checking for specific biases or other
fairness concerns in existing labels. This iterative
process is crucial for both human and AI compo-
nents of the evaluation system to evolve and im-
prove progressively.

5.2 Implications for Annotation Evaluation

5.2.1 LLM configuration

In designing the prompt for our study, we have only
provided the instruction in the user message, delib-
erately excluding information related to MAVEN
Event Schema. This approach aimed to avoid over-
loading the user message and to maintain task speci-
ficity, while also reducing the cost of each API re-
quest. For larger scale evaluation, future research
is needed to investigate the balance between model
fine-tuning and system/user prompt engineering to
optimize the performance and costs of using LLM
as an annotation evaluator.

Additionally, we chose not constrain the re-
sponse format, and did not set any limit for
max_token, to let the LLM use the context length
without having any constraints. This approach
aimed to give the LLM the freedom to generate
responses using linguistic cues and observe its nat-
ural tendencies in providing evaluations. Our re-
sults suggest that this method is effective but future

research could further investigate optimal settings
to enhance performance.

5.2.2 Certainty marker identification
In our study, we manually identified certainty mark-
ers within LLM responses following the Rubin’s
framework (Rubin, 2006). This is because the exist-
ing lexical lists of certainty markers were tailored
for specific writing styles and domains, and there
were no pre-existing list designed specifically used
by LLMs. However, this manual identification can
introduce biases.

We have developed and shared a list of certainty
markers for assessing the certainty of LLM’s an-
notation evaluations. This serves as a first step
towards a collaborative research effort aimed at en-
hancing the list of certainty markers and potentially
training machine learning models to automatically
detect these markers within LLM responses.

6 Conclusion

This study has explored the feasibility and potential
of using large language models (LLMs), specifi-
cally GPT-4, to evaluate crowdsourced annotations.
Our findings indicate that LLMs can significantly
align with human evaluators, achieving a substan-
tial portion (74.3%) of agreement. This opens ex-
citing avenues for utilizing LLMs as a complemen-
tary tool to assess the quality of crowdsourced data
especially in domains where manual validation is
expensive or time-consuming.

Our approach of using linguistic cues for cer-
tainty assessment proved effective, providing a reli-
able metric for assessing the LLM-generated evalu-
ation quality. In conclusion, this research paves the
way towards the integration of LLMs like GPT-4
into crowdsourced annotation validation workflows.
Further research on improving LLM certainty cali-
bration and targeted training for specific annotation
tasks can further enhance their reliability and effec-
tiveness in data validation tasks.
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Limitations

Despite the promising findings, several limitations
warrant discussion. First, the non-deterministic
nature of LLMs means that responses can vary with
repeated queries, making consistency a challenge.
Additionally, GPT-4’s performance is sensitive to
prompt design, and the absence of domain-specific
semantic frame information in the prompts may
lead to ambiguous or incorrect evaluations. Future
work should explore variance in responses over
multiple queries and prompting strategies.

Our approach also relies on manually curated
certainty markers. While guided by Rubin’s
framework, this may introduce subjective bias and
limit reproducibility across different domains or
datasets.

Moreover, when dealing with confidential or sen-
sitive information, the use of third-party LLMs
raises privacy concerns due to potential data expo-
sure. Finally, evidence of stereotyping bias within
LLM responses suggests that while LLMs can
serve as effective initial filters, they should not
replace human oversight; instead, they must be in-
tegrated into a hybrid evaluation framework that
leverages the complementary strengths of both hu-
man expertise and artificial intelligence.

Ethics Statement

Although studies such as Gilardi et al. (Gilardi
et al., 2023) have suggested that LLMs like GPT-4
can outperform crowd annotators in certain tasks,
their performance varies depending on the task,
dataset, and label set employed (Zhu et al., 2023;
Wang et al., 2024). Moreover, when dealing with
confidential or sensitive information, using LLMs
as evaluation tools poses risks related to data expo-
sure to third parties that own the models.

Our findings further reveal the presence of stereo-
typing bias in LLM responses. For example, con-
sider the sentence:

“Although the helicopter’s loss was ini-
tially blamed on enemy action, a subse-
quent inquiry (Criminal_Investigation)
found Cardiff’s missile to be the cause.”

Here, the term “inquiry” is used in a non-criminal
context. However, due to its frequent association
with criminal investigations in the training data, the
model stereotypes “inquiry” as primarily linked to
criminal contexts, regardless of the actual usage.

These limitations indicate that relying solely on
LLMs for evaluation is not advisable. Human over-
sight is crucial to ensure fairness and mitigate po-
tential biases in the evaluation process. Our results
suggest that LLMs can serve as an initial filter to
assess crowd work and complement human evalua-
tors, thereby focusing human effort on reviewing
cases that require additional scrutiny. An impor-
tant avenue for future research is to further explore
human-AI collaboration, leveraging the comple-
mentary strengths of both to promote fairness and
reduce bias.
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