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Introduction

We are excited to welcome you to NB-REAL 2025 (Nordic-Baltic Responsible Evaluation and Align-
ment of Language Models), a half-day workshop focusing on the responsible evaluation and alignment of
Large Language Models (LLMs) for Nordic and Baltic languages. The workshop was held on March 2,
2025, bringing together researchers and practitioners working on ethical benchmarks, culturally sensitive
alignment datasets, and responsible LLM evaluation techniques for Nordic and Baltic languages.

The NB-REAL workshop aimed to address critical challenges in the development and evaluation of
language models for Nordic and Baltic languages, with a particular focus on ethical considerations and
cultural sensitivity. The program included a keynote presentation, three oral presentations, and three
poster presentations, covering a diverse range of topics from cultural awareness evaluation to multilingual
tweet analysis.

We received 9 submissions this year. Each submission underwent a rigorous double-blind review pro-
cess, with three reviewers assigned to each paper. Our program committee, consisting of 9 dedicated
reviewers, provided thorough evaluations and constructive feedback. After careful consideration of the
reviews and discussions, we accepted 7 papers, while 1 paper was rejected and 1 was withdrawn, resul-
ting in an acceptance rate of 78%. The accepted papers were presented either as oral presentations or
posters, based on their content and format.

The workshop program featured three oral presentations covering important topics such as cultural awa-
reness evaluation of Danish language models, crowd evaluation of translations, and the development of
Danish idiom datasets. The poster session showcased three additional papers focusing on multilingual
LLM evaluation, particularly for Baltic languages, and image-text relation prediction.

A workshop of this scale requires the dedication and support of many individuals, and we have many
people to thank. We extend our gratitude to our program committee members for their thorough reviews
and valuable feedback: Barbara Scalvini, Garðar Ingvarsson, Iris Edda Nowenstein, Kenneth Enevold-
sen, Lars Bungum, Mathias Stenlund, Peter Ebert Christensen, and Steinunn Rut Friðriksdóttir. Their
expertise and commitment were essential in ensuring the high quality of the accepted papers.

This workshop was organized as part of the TrustLLM project (the European Commission, grant agree-
ment no. 101135671), an EU-funded initiative aimed at developing trustworthy large language models.
We gratefully acknowledge this support, which made the workshop possible.

Finally, we thank all the authors who submitted their work to the workshop and all participants who
contributed to making NB-REAL 2025 a success. Through their contributions, we have taken impor-
tant steps toward establishing more responsible and culturally aware approaches to LLM evaluation and
alignment for Nordic and Baltic languages.

Hafsteinn Einarsson, Annika Simonsen and Dan Saattrup Nielsen, Program Chairs
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Keynote Talk
Aligning and Evaluating Language Models: Challenges for

Low-Resource Languages
Dan Saattrup Nielsen and Annika Simonsen
Alexandra Institute and University of Iceland

2025-03-02 09:15:00 – Room: Venue at Hestia Hotel Europa

Abstract: This keynote presentation examines two crucial aspects of developing reliable language mo-
dels: alignment strategies and evaluation frameworks. The first part will focus on language model
alignment, particularly for Germanic languages, presenting recent work from the TrustLLM project. We
discuss key challenges in ensuring reliable and ethically sound language models, especially addressing
the scarcity of alignment data for low-resource languages. The second part will provide a comprehensive
overview of language model evaluation approaches, from traditional benchmarks to emerging methodo-
logies like LLM-as-a-judge. We examine evaluation frameworks with special attention to low-resource
languages, highlighting both available resources and critical gaps in evaluation datasets. The presentation
emphasizes the interconnected nature of evaluation and alignment in developing trustworthy language
models.

Bio: Annika is a Faroese computational linguist and PhD student at the Department of Computer Science,
University of Iceland. As part of the TrustLLM project, her research focuses on Germanic language
model alignment, building high-quality training and evaluation data, and aligning models.

Dan is a Senior AI Specialist from the Alexandra Institute in Denmark. He has a PhD in Mathematics
and has worked with AI within both academia and industry, with 5+ years of experience in low-resource
NLP. He is the creator and lead maintainer of the European LLM evaluation framework ScandEval.

You can find Dan on platforms such as GitHub, Hugging Face, LinkedIn, Bluesky, etc. with the username
saattrupdan. His website is saattrupdan.com
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Abstract

In this work, we evaluated Lithuanian
and general history knowledge of multi-
lingual Large Language Models (LLMs)
on a multiple-choice question-answering
task. The models were tested on a dataset
of Lithuanian national and general history
questions translated into Baltic, Nordic,
and other languages (English, Ukrainian,
Arabic) to assess the knowledge sharing
from culturally and historically connected
groups. We evaluated GPT-4o, LLaMa3.1
8b and 70b, QWEN2.5 7b and 72b, Mis-
tral Nemo 12b, LLaMa3 8b, Mistral 7b,
LLaMa3.2 3b, and Nordic fine-tuned mod-
els (GPT-SW3 and LLaMa3 8b).

Our results show that GPT-4o consistently
outperformed all other models across lan-
guage groups, with slightly better results
for Baltic and Nordic languages. Larger
open-source models like QWEN2.5 72b
and LLaMa3.1 70b performed well but
showed weaker alignment with Baltic
languages. Smaller models (Mistral
Nemo 12b, LLaMa3.2 3b, QWEN 7B,
LLaMa3.1 8B, and LLaMa3 8b) demon-
strated gaps with Lithuanian national his-
tory related questions (LT-related) align-
ment with Baltic languages while per-
forming better on Nordic and other lan-
guages. The Nordic fine-tuned models did
not surpass multilingual models, indicat-
ing that shared cultural or historical con-
text alone does not guarantee better per-
formance.

1 Introduction

Large Language Models provide a functional
framework for tackling various natural lan-
guage processing (NLP) tasks, such as question-

answering (Izacard et al., 2022; Dong et al., 2024),
machine translation (Zhu et al., 2023; Kocmi et al.,
2024) and so on. However, LLMs have shown less
reliable results for low-resource languages (Ran-
jan et al., 2024; Sakib and Das, 2024) due to the
smaller fraction of available data in comparison to
English and a few other widely spoken languages.

Benchmarking multilingual LLMs across lan-
guages is essential for evaluating their capabilities.
However, the availability of high-quality, cultur-
ally aligned datasets remains a challenge. This
need for culturally aligned high-quality datasets
becomes even more critical when evaluating his-
torical knowledge, where ensuring linguistic and
cultural fairness adds a layer of complexity.

Verifying comparability of the results on histor-
ical knowledge QA datasets requires that a sin-
gle set of historical events is queried in all lan-
guages. The choice of that set is likely to be biased
to events more represented in widely spoken lan-
guages. Conversely, events that are more region-
or cultural-specific are less likely to occur in the
benchmarks. Finding and addressing these gaps
is important to improve the fairness of LLMs and
highlight historical and cultural biases.

In this work, we focus on evaluating multi-
lingual LLMs on Lithuanian and general history.
Our goal is to determine how LLMs perform on
Lithuanian history exam questions when prompted
in different languages and explore the alignment
between languages and historical awareness, par-
ticularly within the Nordic and Baltic language
groups.

Our contribution is the following:

• We automatically translated publicly avail-
able Lithuanian history exam question-
answering dataset into Nordic (Danish,
Finnish, and Swedish), Baltic (Estonian and
Latvian), and other (Arabic, Ukrainian, and
English) languages and partially manually
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evaluated it.

• We tested GPT-4o (OpenAI et al., 2024),
LLaMa3.2 3b, LLaMa3 8b, LLaMa3.1 8b
and 70b (Dubey et al., 2024), Mistral Nemo
12b (Jiang et al., 2023), QWEN2.5 7b
and 72b (Team, 2024; Yang et al., 2024),
and GPT-SW3 and Nordic-trained LLaMa3
8b (Ekgren et al., 2023) models and com-
pared their achieved accuracy scores per lan-
guage and its average per language group.

Our findings revealed that GPT-4o consistently
outperformed other models across all evaluated
languages and language groups on a dataset of
LT-related and general history questions. Larger
open-source models, such as LLaMa3.1 70b and
QWEN2.5 72b, also demonstrated strong and con-
sistent performance in all languages. In contrast,
smaller models like Mistral Nemo 12b, LLaMa3
8b, LLaMa3.2 3b, and LLaMa3.1 8b showed no-
table gaps in their historical knowledge from a
Lithuanian perspective, particularly with Baltic
languages, despite Lithuanian being part of this
group. The best performance was observed in
the Nordic language group, suggesting that cul-
tural or historical alignment alone does not ensure
higher accuracy. Interestingly, the Nordic pre-
trained models failed to surpass the multilingual
model.

The code and data are available in our GitHub
repository1.

2 Related Work

Pre-trained LLMs have exhibited a remarkable
ability to encode and retrieve factual and common
knowledge across different languages (Wang et al.,
2023; Zhao et al., 2024). However, there is a no-
table variation in model performance across lan-
guages, with a strong shift toward high-resource
languages (Qi et al., 2023), particularly languages
with Latin scripts (Ifergan et al., 2024).

The datasets used for benchmarking multilin-
gual LLMs are created using either one of the
two approaches: human annotation (Kocmi et al.,
2023; Goyal et al., 2022) or translating existing an-
notated datasets using LLMs (Lai et al., 2023).

Although datasets created by human annota-
tors provide accurate translations and task-specific

1https://github.com/OpenBabylon/
NoDaLiDa2025-LT-History-Eval

precision, they require considerable investment of
both time and finances (Yang et al., 2019).

On the other hand, with an advancement of
LLMs, the translation performance of automatic
tools has been significantly boosted lately. For ex-
ample, ChatGPT demonstrates fewer errors with
the launch of the GPT-4 engine, even for distant
languages (Jiao et al., 2023). The quality control
research on the DeepL translation tool found that
DeepL2 performed well in terms of translation ac-
curacy, fluency, and naturalness, reaching an over-
all semantic similarity score 94.13 (Linlin, 2024).

This improvement elevated the creation of
benchmark datasets on various tasks. DeepL
was used for creating the X-FACT multilingual
factual knowledge dataset translated in 25 lan-
guages (Gupta and Srikumar, 2021). In the re-
search (Thellmann et al., 2024), five well-known
datasets of various tasks were translated by DeepL
into 21 European languages. LLMs with different
numbers of parameters were evaluated on newly
introduced datasets. The authors observed that
models generally achieve higher performance on
Romance and Germanic languages compared to
Slavic languages.

ChatGPT was utilized to translate the 158K En-
glish instructions into 26 languages, including 7
low-resource languages (Lai et al., 2023). The
data was used to instruction-tune LLM for mul-
tiple languages using reinforcement learning from
human feedback. The resulting framework, Okapi,
was also evaluated on datasets translated by Chat-
GPT from English into 26 selected languages.

3 Methodology

In this paper, we investigate performance consis-
tency of LLMs within Nordic and Baltic language
groups on the Lithuanian history exams questions.
We hypothesized that the LLMs perform better in
this domain, when presented with questions in lan-
guages from Nordic and Baltic groups than from
other due to the cultural, linguistic and historical
similarities.

The methodology consists of two steps: data
preparation and models’ benchmarking.

Data Preparation. To test the hypothesis, we
chose EXAMS (Hardalov et al., 2020) dataset.
Specifically, we used samples that correspond to
Lithuanian history. Each sample contains a ques-

2https://www.deepl.com/
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Figure 1: Example of the dataset sample in Lithua-
nian.

tion, four different answer choices marked with
the labels A,B,C and D with an indication of the
correct one (see Figure 1). Questions and choices
are in Lithuanian. We manually removed the ques-
tions that require an image to answer it, obtaining
550 samples.

The dataset was machine translated into Nordic
(Danish, Finnish, and Swedish), Baltic (Estonian
and Latvian), and outside of Nordic-Baltic, multi-
lingual language group: Ukrainian, English, and
Arabic. In more details, the dataset was trans-
lated from Lithuanian to English, and then the
English translations were translated in other lan-
guages. We used GPT-4o (OpenAI et al., 2024)
and DeepL as translation algorithms, as they are
proven to have a good machine translation perfor-
mance from- and to-English rather than between
underrepresented languages (Wang, 2024; Hendy
et al., 2023).

After that, we separated dataset into 2 parts:
Lithuanian national history related questions (LT-
related) and general history questions. We as-
signed a question to the LT-related group if it
specifically mentions Lithuania, mentions Lithua-
nian historic figure or a question about the coun-
try that Lithuania was a part of or occupied by
(e.g. Polish-Lithuanian Commonwealth, USSR
after 1940 etc.). Other questions were assigned to
a general history questions group.

To ensure quality, a subset of the dataset was
evaluated manually by a group of native speakers.
Annotators were presented with 100 English and

Figure 2: Example of the chat prompts that the
model was presented to evaluate the dataset in
Lithuanian and English languages.< . . . > is the
actual question that the model is evaluated on.

translated language pairs (50 from LT-related and
50 from General history dataset) with 20 samples
being the same for all the annotators to measure
the annotators’ agreement. For more details, see
Appendix A.

Models’ benchmarking. We experimented on
the following models: LLaMa3 8b, LLaMa3.1 70b
and 8b (Dubey et al., 2024), LLaMa3.2 3b (Dubey
et al., 2024), Mistral Nemo 12b (Jiang et al.,
2023), GPT-4o (OpenAI et al., 2024), QWEN2.5
7b and 72b (Team, 2024; Yang et al., 2024), and
families of instruct pre-trained models developed
by AI Sweden3: GPT-SW3 (Ekgren et al., 2023)
(126m, 356m, 1.3b, 6.7b) pre-trained for and
LLaMa3 8b fine-tuned for Swedish, Norwegian
and Danish. GPT-SW3 models were pre-trained
for Swedish, Norwegian, Danish, Icelandic, En-
glish, and programming code and LLaMa3 8b (we
will refer to this model as NRD LLaMa3 from now
on to avoid confusion) was fine-tuned for Swedish,
Norwegian and Danish.

In our experiments, we used multilingual in-
struct LLMs. During generation, all the parame-
ters were set to defaults, except for random seed,
which we set to 2 with Ollama 4 framework for
open source models. For Nordic models, we

3https://huggingface.co/
AI-Sweden-Models

4https://github.com/ollama/ollama
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used implementation from the transformers (Wolf
et al., 2020). Specifically, we used GPT-SW3 and
Swedish LLaMa3 8b5. The models were shown
the same set of questions, translated to the corre-
sponding language.

Another limitation of the approach is that we
used GPT-4o for both translation and evaluation.
To ensure that there is no data leakage, the model
was shown only one sentence from the dataset at a
time during translation and evaluation (along with
manually crafted few-shot examples).

For each language in the translated dataset,
the model was evaluated on the multiple choices
question-answering task. The model was pre-
sented with a system message in English explain-
ing the task, four question-answering examples in
the corresponding language, and finally, a ques-
tion with answer choices that the model has to an-
swer. The examples were presented in the same
format as the final question and consisted of ques-
tion, four answer choices marked with A, B, C, D,
and the correct letter for an answer as an expected
output. Examples were taken from the modern
(later than 2020) history of Lithuania, and do not
intersect with questions in the dataset. Everything,
except the system prompt, was presented to the
model in the evaluated language (see Figure 2).

The results were parsed in the following way. If
the model generated more than one letter, the gen-
erated text was separated into words. From these
words, only capital letters were kept that corre-
sponds to possible choice letters A,B,C, or D. If
only one letter was present, it was considered as a
final output. Otherwise, we assume that the model
failed to produce a reasonable output and record it
as if the model’s answer was incorrect. As a re-
sult, we measured accuracy score for each model
and each language.

During the evaluation, the translation quality
can influence the final results. Since the original
dataset was in Lithuanian, we would expect the
models perform better on Lithuanian, as it did not
go through translation steps. It is can be viewed as
a possible advantage for Lithuanian over other lan-
guages, particularly for LT-related history ques-
tions.

5https://huggingface.co/collections/
AI-Sweden-Models/

4 Results and Discussion

For each LLM, we grouped its results per language
group into Nordic (Danish, Finnish, and Swedish),
Baltic (Lithuanian, Latvian, Estonian), and mul-
tilingual (Ukrainian, English, and Arabic). The
accuracy scores per language and averages scores
per language group are presented in Tables 1 and 2
and on Figures 3, 4, and 5.

Our results demonstrated that all the models ex-
cept for GPT-4o obtained better scores for gen-
eral history questions rather than for LT-related
ones. This observation is expected due to a biased
training datasets for such models towards English-
centric data.

The largest evaluated model, GPT-4o, per-
formed consistently better than other models for
LT-related and general history questions in all lan-
guage groups. The model achieved a maximum
average score of 0.88 for LT-related history ques-
tions for the Baltic group (BLT) and performed
similarly for Nordic languages (NRD) with a score
of 0.87, though it showed slightly weaker perfor-
mance in the multilingual group (MLT), scoring
0.84. These results suggest better knowledge rep-
resentation for Nordic and Baltic language groups
in LT-related history exams. Among the individual
languages, English and Lithuanian were the best-
performing languages for both LT-related and gen-
eral history questions.

The 70b group of models (QWEN2.5 72b and
LLaMa3.1 70b) demonstrated second best perfor-
mance across all the types of questions. QWEN2.5
showed lower accuracy for Baltic languages on
average, obtaining similar scores for MLT and
NRD groups. Also, in both types of questions,
QWEN2.5 showed similar trends of receiving
lower scores in Estonian and Latvian, but higher
scores for Nordic languages. Additionally, its per-
formance was better in general questions across
all languages, but when it comes to the alignment
with LT-related, model was able to output better
results for English, Swedish, and Danish rather
than for Lithuanian or Baltic languages. In con-
trast, LLaMa3.1 70b did not performed at par with
diff language groups. The results are similar for
all languages in all questions with Arabic being
the weakest and Lithuanian with English slightly
stronger than others.

In case of Mistral Nemo 12b, the model scored
the smallest scores comparing to other, even
smaller (7-8b, 3b) models. It showed similar re-
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NRD BLT MLT
LT G LT+G LT G LT+G LT G LT+G

GPT-4o 0.87 0.89 0.88 0.88 0.89 0.89 0.84 0.88 0.86
QWEN2.5 72b 0.74 0.87 0.81 0.71 0.83 0.77 0.76 0.87 0.82
LLaMa3.1 70b 0.72 0.82 0.77 0.72 0.81 0.76 0.72 0.81 0.77
M Nemo 12b 0.36 0.49 0.43 0.36 0.42 0.39 0.41 0.55 0.48
LLaMa3.1 8b 0.47 0.62 0.54 0.44 0.57 0.50 0.50 0.66 0.58
LLaMa3 8b 0.45 0.48 0.46 0.39 0.40 0.40 0.48 0.53 0.50
QWEN2.5 7b 0.49 0.62 0.56 0.46 0.48 0.47 0.58 0.73 0.65
LLaMa3.2 3b 0.40 0.50 0.45 0.34 0.33 0.34 0.42 0.47 0.45

Table 1: Average accuracy results per language group and model. NRD stands for Nordic, BLT stands
for Baltic, and MLT stands for multilingual language groups. LT-R, G, and LT+G stand for Lithuania-
related history questions, general history questions and merged history questions respectively. M Nemo
12b refers to Mistral Nemo 12b model.

SW DN EN
LTR G LTR+G LTR G LTR+G LTR G LTR+G

NRD LLaMa3 8b 0.43 0.50 0.46 0.42 0.51 0.46 − − −
GPT-SW3 126m 0.27 0.22 0.24 0.27 0.21 0.24 0.27 0.20 0.24
GPT-SW3 356m 0.27 0.21 0.24 0.27 0.21 0.24 0.23 0.20 0.21
GPT-SW3 1.3b 0.23 0.24 0.23 0.23 0.23 0.23 0.23 0.24 0.24
GPT-SW3 6.7b 0.32 0.27 0.29 0.33 0.29 0.29 0.24 0.28 0.26

Table 2: Accuracy results for Nordic fine-tuned models. NRD LLaMa3 8b refers to pre-trained LLaMa3
8b by AI Sweden. LTR, G, and LTR+G stand for Lithuania-related history questions, general history
questions and merged history questions respectively. SW (Swedish), DN (Danish), EN (English) indicate
a language that was used for evaluating the model.

sults across all language groups, obtaining the
same average accuracy scores (36%) on Baltic and
Nordic group on LT-related questions and a bet-
ter performance for Nordic group on general ques-
tions than for Baltic. The average of MLT group
was better, even though neither score was higher
than 64%.

LLaMa3 8b, QWEN2.5 7b, and LLaMa3.1 8b
demonstrated a weaker performance when tested
on BLT group across all questions. Using Lithua-
nian showed a better results. Similarly, Swedish
and Danish helped QWEN2.5 7b obtain a bet-
ter score. This results indicate that these models
are better aligned with Lithuanian national history
when asked in a language from Nordic group or
in Lithuanian. LLaMa3.2 3b showed similar per-
formance on NRD group to Mistral Nemo, but
in MLT and BLT settings it received the lowest
scores.

The Nordic-specific models performed simi-
larly on all their supported languages. From

the considered models, NRD LLaMa3 is a clear
winner. It demonstrated a similar performance
across its supported languages and is very close
to LLaMa3.2 performance on Swedish and Dan-
ish, but still underperformed LLaMa3.1 8b and
QWEN2.5 7b on the corresponding languages.
When it comes to a family of GPT-SW3, the
greater the amount of parameters - the better per-
formance. GPT-SW3 6.7b outperformed other
versions of the model across Swedish and Dan-
ish. However, on English, GPT-SW3 with 126m
performed better on LT-related questions.

While our findings suggest that shared cul-
tural or historical context does not guarantee bet-
ter model performance, the other factors could
potentially play a role. The evaluated multilin-
gual models were trained on disproportionately
larger datasets for Nordic languages due to its
better availability (e.g. Wikipedia articles for
Swedish and Danish etc.). This disproportion can
explain the performance gaps, even for general
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FN SW DN EST LAV LT AR EN UA

GPT-4o

QWEN2.5 72b

LLaMa3.1 70b

Mistral Nemo 12b

LLaMa3.1 8b

LLaMa3 8b

QWEN2.5 7b

LLaMa3.2 3b

0.86 0.87 0.89 0.85 0.89 0.91 0.79 0.90 0.86
0.72 0.77 0.75 0.70 0.72 0.74 0.73 0.80 0.77
0.73 0.71 0.74 0.69 0.72 0.76 0.68 0.78 0.72
0.36 0.35 0.39 0.34 0.37 0.38 0.35 0.49 0.42
0.47 0.49 0.48 0.43 0.43 0.47 0.43 0.57 0.53
0.44 0.47 0.46 0.41 0.39 0.40 0.44 0.57 0.46
0.46 0.52 0.51 0.42 0.49 0.47 0.53 0.64 0.57
0.37 0.42 0.42 0.33 0.37 0.35 0.41 0.50 0.37

Figure 3: Accuracy results per language for LT-
related history questions.

FN SW DN EST LAV LT AR EN UA

GPT-4o

QWEN2.5 72b

LLaMa3.1 70b

Mistral Nemo 12b

LLaMa3.1 8b

LLaMa3 8b

QWEN2.5 7b

LLaMa3.2 3b

0.88 0.91 0.91 0.88 0.88 0.93 0.84 0.92 0.90
0.87 0.89 0.88 0.82 0.81 0.87 0.86 0.90 0.88
0.82 0.83 0.83 0.82 0.79 0.84 0.77 0.85 0.84
0.47 0.49 0.54 0.43 0.41 0.43 0.45 0.64 0.59
0.60 0.65 0.61 0.55 0.53 0.63 0.53 0.74 0.73
0.40 0.50 0.55 0.43 0.38 0.41 0.43 0.65 0.51
0.54 0.67 0.68 0.47 0.51 0.49 0.67 0.83 0.69
0.42 0.54 0.55 0.33 0.33 0.35 0.38 0.66 0.39

Figure 4: Accuracy results per language for gen-
eral history questions.

knowledge questions. For instance, in our results,
smaller models consistently achieved higher accu-
racy on Swedish and Danish compared to Lithua-
nian across both general and LT-related ques-
tions. These differences highlight the importance
of training data availability and linguistic repre-
sentation, in addition to cultural and historical
alignment, in shaping LLM performance. Future
work should further investigate the interaction be-
tween these factors to better address the challenges
of underrepresented languages.

In conclusion, our experiments show that GPT-
4o performs consistently better across all tested
languages and language groups on LT-related and
general history questions. Larger open source
models, LLaMa3.1 70b and QWEN2.5 72b also
performed consistently well in all languages. Mis-
tral Nemo 12b, LLaMa3 8b, LLaMa3.2 3b, and

FN SW DN EST LAV LT AR EN UA

GPT-4o

QWEN2.5 72b

LLaMa3.1 70b

Mistral Nemo 12b

LLaMa3.1 8b

LLaMa3 8b

QWEN2.5 7b

LLaMa3.2 3b

0.87 0.89 0.90 0.87 0.89 0.92 0.81 0.91 0.88
0.79 0.83 0.81 0.76 0.77 0.80 0.79 0.85 0.82
0.77 0.77 0.78 0.75 0.75 0.80 0.73 0.81 0.78
0.41 0.42 0.46 0.39 0.39 0.40 0.40 0.56 0.50
0.53 0.57 0.54 0.49 0.48 0.55 0.48 0.65 0.63
0.42 0.48 0.50 0.42 0.39 0.40 0.44 0.61 0.48
0.50 0.59 0.60 0.44 0.50 0.48 0.60 0.73 0.63
0.39 0.48 0.49 0.33 0.35 0.35 0.40 0.58 0.38

Figure 5: Accuracy results per language for
merged LT-related and general history questions.

LLaMa3.1 8b demonstrated significant gaps in
their historical knowledge for LT-related history
questions within Baltic language group, even
when Lithuanian is part of this group. The bet-
ter performance was obtained in Nordic language
group, indicating that cultural or historical align-
ment alone does not guarantee higher accuracy for
these models. The Nordic pre-trained models were
not able to outperform the multilingual model, re-
jecting our initial hypothesis.

5 Conclusion

This study evaluated the performance of Large
Language Models (LLMs) on Lithuanian histori-
cal multiple-choice question-answering tasks, fo-
cusing on Baltic, Nordic, and other language
groups. The models were evaluated on the Lithua-
nian national history related (LT-related) questions
and a general history questions.

Our findings showed that GPT-4o consistently
outperformed all other tested models across lan-
guages, achieving the highest scores for LT-related
and general history questions, with slightly better
results for Baltic and Nordic languages. Among
open-source models, larger models QWEN2.5 72b
and LLaMa3.1 70b performed well but did not
match GPT-4o, especially in Baltic languages.
Smaller models, including Mistral Nemo 12b,
LLaMa3.2 3b, QWEN 7B, LLaMa3.1 8B, and
LLaMa3 8b demonstrated weaker results with
Baltic languages, including Lithuanian, while per-
forming better in Nordic and multilingual groups.

Nordic fine-tuned models performed consis-
tently across their supported languages but failed
to surpass general multilingual models, even
within their specialized domain. These findings
highlight that shared cultural or historical con-
text alone does not guarantee better model per-
formance. To bridge these gaps, further efforts
are needed to develop targeted datasets and fine-
tuning strategies to improve LLM alignment with
less-resourced languages like those in the Baltic
language group.
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A Manual Translation Quality
Evaluation

The annotation guidelines and examples can be
found in our GitHub repository. For each trans-
lated language, we utilized the same following
strategy. We recruited native speaker annotators,
who are also are proficient in English. They
were presented with 80 random samples from the
dataset distinct for each annotator and 20 sam-
ples that are the same for each annotator. From
those 80 samples, 40 were selected from a pool
of Lithuanian history questions, and other 40 from
the general history question. The same approach
was applied for the remaining 20 samples: 10 were
selected from a pool of Lithuanian history ques-
tions, and other 10 from the general history ques-
tion.

The annotators were presented with the trans-
lated English question, its answer choices and
the corresponding translation for the question and
choices. in the case of Lithuanian to English trans-
lation, the pairs of Lithuanian and English were
presented. They were instructed to determine if
the translation is correct from the following stand-
points. The translation accurately conveys the
meaning of the English or Lithuanian text. The
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Lang Pair # Reject (A) # Reject (B) # Accept (A) # Accept (B) Intersect, % Cohen Kappa
LT-EN 11 18 89 82 75 0.286
EN-UA 10 30 90 70 75 0.286
EN-AR 28 21 72 79 65 0.239

LT-EST* 13 54 87 46 0.55 0.0
EN-SW 1 6 99 94 0.9 -0.053
EN-DN 9 41 91 59 0.6 -0.013
EN-FN 15 33 78 67 0.73 0.189

LT-LAV* 27 43 73 57 0.7 0.381

Table 3: Annotation results. * indicates translation with DeepL from Lithuanian to the target language.
# Reject and Accept refer to a number of rejected and accepted samples by the annotator (marked with
letters A and B). Intersect indicates a percentage of samples that annotators assigned the same label.

order of answers (with respect to the letters) is
the same in both languages. The names of his-
torical figures, locations, dates, or events are cor-
rectly translated and align with conventions. Text
semantics are clear and do not change the intent or
emphasis of the question or answers. If the transla-
tion contains grammar or phrasing issues, or minor
typos, they do not lead to confusion or ambiguity
and do not change the semantics.

If the translation does not fit the requirements
above, the translation is rejected. The annotation
results and agreements (in a form of number of in-
tersections and Cohen Kappa scores) are presented
in the Table 3. During our experiments, chatGPT
showed poor results when translating to Latvian
and Estonian. Therefore, we used DeepL to trans-
lated Lithuanian to Latvian and Estonian. The
annotation in the Table 3 corresponds to DeepL
translation.

The obtained Cohen Kappa scores were not
high, especially for Swedish and Danish. As we
only had 20 samples for comparison (Bujang and
Baharum, 2017), the Cohen Kappa score is not re-
liable in this case, we additionally calculated the
number of intersections.
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Abstract
In this work, we address the challenge of
evaluating large language models (LLMs)
on the short answer matching task for Lat-
vian and Lithuanian languages. We intro-
duce novel datasets consisting of 502 Lat-
vian and 690 Lithuanian question-answer
pairs. For each question-answer pair, we
generated matched and non-matched an-
swers using a set of alteration rules specif-
ically designed to introduce small but
meaningful changes in the text. These
generated answers serve as test cases to as-
sess the ability of LLMs to detect subtle
differences in matching of the original an-
swers. A subset of the datasets was manu-
ally verified for quality and accuracy. Our
results show that while larger LLMs, such
as QWEN2.5 72b and LLaMa3.1 70b,
demonstrate near-perfect performance in
distinguishing matched and non-matched
answers, smaller models show more vari-
ance. For instance, LLaMa3.1 8b and Eu-
roLLM 9b benefited from few-shot exam-
ples, while Mistral Nemo 12b underper-
formed on detection of subtle text alter-
ation, particularly in Lithuanian, even with
additional examples. QWEN2.5 7b and
Mistral 7b were able to obtain a strong and
comparable performance to the larger 70b
models in zero and few shot experiments.
Moreover, the performance of Mistral 7b
was weaker in few shot experiments. The
code and the dataset are available on our
GitHub1.

1 Introduction

In educational domain, open-ended questions are
commonly used and can be defined as questions

1https://github.com/OpenBabylon/NoDaLiDa2025-
Latvian-Lithuanian-SAM

that require a more elaborate response than sim-
ple yes-no or selection of a correct choice. These
questions help to encourage a discussion, share
ideas and provide more freedom for a student.

Evaluation of responses to the open-ended ques-
tion is a time-consuming and difficult task that re-
quires an evaluator to carefully read each answer
and compare it with the correct answers, ensuring
they match. Automating this process makes it eas-
ier for evaluators to provide a feedback and ana-
lyze errors faster (Pillai et al., 2018; Sreevidhya
and Narayanan, 2021).

The automatic short answer matching task ad-
dresses this challenge. The goal of the task is
to predict whether an answer to the question is
matching a correct answer. With the introduction
of LLMs, reasonable performance was achieved
on English and other high-resource languages for
this problem (Ivanova and Handschuh, 2024). On
the other hand, when it comes to low-resource set-
tings, LLMs demonstrated weaker results, as well
as displayed biases (Hackl et al., 2023; Lai et al.,
2023).

In this work, we focus on Latvian and Lithua-
nian answer matching task, specifically on a de-
tection of correct and incorrect responses that are
similar to a set of reference “gold” answers, but
differ in the key detail(s) to the question.

We automatically generated open-ended
question-answer datasets for these languages
based on Wikipedia. For this task, we do not
focus on the factual correctness of the answers.
Each element of the dataset contains a question
and its reference answer. Then we generated a set
of answers that are matched with the reference
answer and a set of non-matched answers. The
non-matched answers are created as similarly as
possible to the reference answers with respect
to the words inclusion, but with the key words
changed to make it incorrect. To generate the
answers, we formulated different text alteration
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Figure 1: Example of the element from Lithuanian
generated dataset.

rules (AR) that are minor when it comes to a text
change, but semantically are major. For each rule,
the different LLMs with a few shot generation
process were used. Finally, to ensure the quality,
we manually evaluated a sample of the data and
filtered the final dataset based on it. We expect the
models to obtain high, almost perfect, results on
this task.

We formulated the following research questions
in this paper.

Q1: Are LLMs capable of correctly identifying
matched and non-matched answers with the pro-
posed alteration rules?

Q2: Is there a difference between few-shot and
zero-shot inference for different LLMs for this
task?

Our contributions are the following:

• We automatically generated a dataset of 502
Latvian and 690 Lithuanian question-answer
pairs based on Wikipedia. We defined and
generated a list of matched and non-matched
answers to each pair of question-answer, re-
sulting in 3,012 and 4,830 elements for Lat-
vian and Lithuanian respectively, and par-
tially manually evaluated samples of the
datasets.

• We evaluated LLaMa3.1 (8b and
70b) (Dubey et al., 2024), Mistral Nemo 12b

and Mistral 7b (Jiang et al., 2023), EuroLLM
9b (Martins et al., 2024), and QWEN2.5
(7b and 72b) (Team, 2024; Yang et al.,
2024) models and compared their achieved
accuracy scores per AR and overall.

• We evaluated the models in zero-shot and
few-shot settings and their performance
based on different ARs of matched and non-
matched answers.

Our findings showed that larger LLMs, such as
QWEN2.5 72b and LLaMa3.1 70b, consistently
performed well across both Latvian and Lithua-
nian datasets, effectively distinguishing matched
and non-matched answers in both zero shot and
few shot experiments. However, smaller models
demonstrated variation in their results. LLaMa3.1
8b and EuroLLM 9b showed improved perfor-
mance with few-shot examples, while Mistral
Nemo 12b showed limitations, particularly in
Lithuanian. QWEN2.5 7b and Mistral 7b were
able to obtain a similar performance to the larger
70b models, with Mistral 7b showing weaker per-
formance in few shot experiments.

2 Related Work

Answer matching task can be viewed as a subtask
of the automatic short answer grading (ASAG).
The definition of what is a short answer and if
it is acceptable can vary depending on the do-
main (Burrows et al., 2015; Bonthu et al., 2021).
Nevertheless, all the definitions involve high se-
mantic similarity between the correct answer(s)
and predicted answers. The grading scale is also
can be domain dependent (Zhang et al.; Divya
et al., 2023; Krithika and Narayanan, 2015).

With the development of deep learning meth-
ods, they were widely used for the task, as
they provide better robustness towards syntac-
tic changes of the text rather than other meth-
ods (Bonthu et al., 2021), utilizing RNNs (Cai,
2019), CNNs (Chen and Zhou, 2019), transform-
ers (Sung et al., 2019; Willms and Padó, 2022) and
so on. Some of the suggested methods are aimed
to not only grade an answer, but to explain its flows
and inaccuracies (Tornqvist et al., 2023).

With the rise of generative large language mod-
els (LLMs), they were applied for ASAG as
well (Metzler et al., 2024; Ivanova and Hand-
schuh, 2024; Chu et al., 2024; Schneider et al.,
2023; Grévisse, 2024; Yancey et al., 2023; Yoon,
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2023). Analysis of LLMs for this task showed
that they are capable of predicting consistent rat-
ings for English (Hackl et al., 2023; Mizumoto and
Eguchi, 2023). However, studies showed that the
LLMs’ performance on the non-English datasets
is weaker (Lai et al., 2023; Dar ‘gis et al., 2024).

On the other hand, as any other NLP task, there
is a gap in the ASAG resources for low-resource
languages, including Nordic and Baltic. This area
lacks high-quality datasets for these languages.
The GPT-3.5 and GPT-4 models were evaluated
on Finnish ASAG (Chang and Ginter, 2024) on
the dataset of students’ answers in Finnish for
multiple subjects. The study demonstrated that
the models assigned higher scores to the students’
answers than the human annotator and achieving
Quadratic Weighted Kappa (QWK) score of 0.44.
In (Chang et al., 2022), the authors considered
ASAG task as a paraphrase retrieval task, eval-
uating classical methods (TF-IDF) and different
transformer methods.

In (Darg̀is et al., 2022), the self-assessment
platform for Latvian language learners was pro-
posed and developed. The authors generated ex-
ercises automatically based on data from multi-
ple corpora (Levāne-Petrova et al., 2023; Dar ‘gis
et al., 2022). In (Stefanovič et al., 2024), the
research on detecting AI generated answers in
Lithuanian was conducted, producing a dataset
with student answers, GPT generated answers and
its paraphrased versions. The authors (Weegar
and Idestam-Almquist, 2024) created a dataset of
student answers in Swedish in programming lan-
guages, networking and the Internet, and data ab-
stractions and manipulations. The authors exam-
ined different machine learning methods to tackle
the task. In (Klevstuen, 2022), the use of informa-
tion retrieval and text mining methods were inves-
tigated to evaluate the content of Norwegian exam
answers in Computer Science. In our work, we re-
lease multi-domain publicly available datasets as
well as benchmark results for some of the open-
source multilingual LLMs.

3 Datasets

To generate answer matching datasets, the three-
stage pipeline was implemented.

Firstly, we used the approach for generat-
ing question-answer Knowledge and Instruction
Dataset (KID) based on Wikipedia, introduced
in (Kiulian et al., 2024) and adapted it for Latvian

Figure 2: Example of few-shot incorporating mi-
nor changes prompt for non-matched answers gen-
eration in Latvian. < . . . > indicate the sample
that requires prediction.

(Lat-KID) and Lithuanian (Lit-KID). More details
are provided in the Section 3.1. The generated
datasets consist of pairs of a question and a ref-
erence answer (assumed to be correct and relevant
to the question), as well as a factual information
that supports the answer.

In the second stage, for each pair of question
and answer, we defined a list of different alteration
rules that rewrites reference answer to matched
or non-matched (more details are provided in the
Section 3.2). We used GPT-4o and LLaMa3 8b
(see Figure 1), utilizing separate prompts for each
rule. The non-matched prompts were composed in
a way that preserves as much words and semantics
of the reference answer as possible with changing
key words of the answer, while matched prompts
are more flexible.

Finally, the generated results were validated and
methods were filtered based on the accept ratio
(more details are provided in the Section 3.3). A
limitation of the approach it that we used LLMs
for the benchmark generation, which could intro-
duce an additional bias to the final dataset.

3.1 Lat-KID and Lit-KID
Question-Answering Datasets

For each language, we extracted the top 1,000 ar-
ticles for each month of the last 12 month from
Wikipedia, resulting in 12,000 articles. From this
pool, 1,000 articles with the top cumulative counts
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were extracted. The articles were filtered by their
relevance to the corresponding country with Gem-
ini 1.5 Pro (Team et al., 2024). Each article was
separated into paragraphs and at least 3 questions
were generated for it with Gemini 1.5 Pro. The
prompt contains additional fields to run a self-
check on the quality of the question (standalone,
in the correct language, natural sounding). The
prompts are available in the project’s GitHub.

The obtained Lat-KID dataset has 502 unique
questions. The average number of words in the
question is 9.83 and in the answer is 24.37. The
total number of words in the dataset (questions and
reference answers) is 17,172. The unique amount
of words is 5,058.

The obtained Lit-KID dataset has 690 unique
questions. The average number of words in the
question is 9.88 and in the answer is 29.02. The
total number of words in the dataset (questions and
reference answers) is 26,849. The unique amount
of words is 7,725.

3.2 Matched and Non-Matched Answers
Generation

Non-Matched Answers Generation. We de-
fined two alteration rules for non-matched answers
generation: incorporating minor changes (IMC)
and changing domain related information (CDRI).
IMC includes changes to the text that change a
couple of key words like date, name, location etc,
while keeping everything else unchanged. CDRI
is similar to IMC, however its objective is to
change a key term to the similar from the same do-
main. For example, changing the name of the first
president to the second one, changing the word
“Parliament” to “President” etc. With the CDRI
method, the model is prompted to generated some-
thing that seems correct and from the same do-
main, but it is not.

To generate non-matched answers, we utilized
LLaMa3 7b2 and GPT-4o3. We selected these
models for benchmark creation based on their
performance and multilingual capabilities (Dar ‘gis
et al., 2024).

When generating IMC and CDRI answers, the
model was presented with the few-shot example
prompts (see Figure 2).

2After manual evaluation, only IMC were generation was
accepted for Lat-KID and CDRI for Lit-KID.

3We experimented with LLaMa2 13b, however manual
evaluation showed much worse results.

Matched Answers Generation. We defined
the following alteration rules for matched an-
swers generation: adding more question-related
entities (Ents), changing words to synonyms
(Synonyms), adding more background informa-
tion (MoreInfo), and style swap to exclamatory
(Exclamatory).

As previously, we used GPT-4o and LLaMa3
7b. The models were presented with different
prompts per rule. The code and prompts are avail-
able in the project’s GitHub repository .

Postprocessing. After generating the answers,
the duplicates were removed. The resulting
amount of (question, reference answer, generated
answer) triplets is 3,012 (1,506 are matched and
other 1,506 are non-matched) for Latvian and
4,830 (2,760 are matched and 2,070 are non-
matched) for Lithuanian. The amount of matched
answers is 3,697. The amount of non-matched an-
swers is 1,809.

3.3 Manual Evaluation
We recruited two native speakers for Latvian and
Lithuanian to evaluate the quality of the final gen-
erated dataset. They were presented with a ran-
dom triplet of (question, reference answer, gener-
ated answer) and a description if the generated an-
swer was generated by matched or non-matched
method. Based on that, the annotators had to ac-
cept a triplet if the description fits the reference
and generated answers. Otherwise, they had to
reject sample. The results are presented in Ap-
pendix A. The examples of rejected samples are
presented in the Appendix B.

4 Methodology

To evaluate the LLMs capabilities and an influence
of the prompting strategy, we used two prompting
methods per language for this task: zero shot (ZS)
and few shot (FS). We set all the parameters to
defaults with a random seed of 2.

In all of the methods, the models were in-
structed to start their output with True if the pro-
vided reference answer and a generated answer are
matched otherwise with False. ZS and FS shared
the same system prompt, but FS gave a model ad-
ditional examples in corresponding language.

We evaluated LLaMa3.1 (8b and 70b) (Dubey
et al., 2024), Mistral Nemo 12b and Mistral
7b (Jiang et al., 2023), and QWEN2.5 (7b and
72b) (Team, 2024; Yang et al., 2024) models. To
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LT LV
ZS FS ZS FS

QWEN2.5;72b 0 1 0 0
LLaMa3.1:70b 1 8 1 3
Mistral:12b 0 1 0 0
EuroLLM:9b 0 0 2,845 4
LLaMa3.1:8b 111 30 2 10
QWEN2.5:7b 0 4 0 2
Mistral:7b 0 0 0 0

Table 1: Number of samples, where the model
failed to produce an acceptable (parsable) answer.

LT LV
ZS FS ZS FS

QWEN2.5 72b 0.99 0.99 0.99 0.99
LLaMa3.1 70b 0.99 0.99 0.99 0.99
Mistral Nemo 12b 0.96 0.94 0.96 0.94
EuroLLM 9b 0.13 0.97 0.05 0.84
LLaMa3.1 8b 0.89 0.98 0.87 0.96
QWEN2.5 7b 0.98 0.98 0.97 0.97
Mistral 7b 0.95 0.91 0.95 0.91

Table 2: F1 scores of binary matching. LT and LV
refer to Lithuanian and Latvian respectively. ZS
and FS refer to zero shot and few shot respectively.

parse the output, we checked if the model followed
instructions about the output. If it did not, we re-
trieved the key words: “True” or “False”. If none
of the words were presented, we counted it as an
incorrect prediction (see Table 1).

5 Results and Discussion

The results are presented in Table 2, and on Fig-
ures 3 and 4. Additionally, we measured the per-
centage of times, when model followed the pro-
vided format and started with “True” or “False”.
The majority of models were able to output the
correct format for 99% on Latvian samples. For
Lithuanian, LLaMa3.1 8b generated text in cor-
rect format in 89% of times in ZS settings. In case
of the FS, this value is 99%. Other models con-
sistently followed the format with a rate of 99%.
EuroLLM 9b was not able to follow a format at all
in ZS settings for both languages, even though its
results were legible, but impossible to parse. How-
ever, when presented with a few shot examples, it
generated expected format.

Our results demonstrated that larger LLMs
(with 70b parameters) are capable of reliably de-

tect matched and non-matched answers in Lithua-
nian and Latvian. We hypothesized that LLMs
would output near perfect scores, however, smaller
models performed differently. In the case of Mis-
tral Nemo, there was a slight decrease of re-
sults when switched from zero shot to a few shot
approach in both languages. On the contrary,
LLaMa3.1 8b performed better in a few shot sce-
nario, improving its ZS score on 9%. QWEN2.5
7b performed nearly perfectly, achieving 99 accu-
racy score in both settings.

Deeper analysis of results indicated that in
case of Latvian, most of the models (except for
LLaMa3.1 8b, MIstral 7b, and EuroLLM 9b)
showed almost perfect performance on all the
generated types of matched and non-matched an-
swers. LLaMa3.1 8b was able to pick up non-
matched answers in ZS and FS settings, but strug-
gled with matched answers, demonstrating a bias
towards negative answers. However, exposing it
with the additional examples boosted its scores
to the same level as others. EuroLLM was not
able to follow instructions in zero shot prompts,
therefore performing poorly. However, in the few
shot settings, the model was able to detect non-
matched answers, but had less success with match-
ing answers, demonstrating bias towards negative
answers. Mistral 7b perfromed well in ZS exper-
iments, but showed a weaker performance in FS
for non-match generated samples.

For Lithuanian, the least reliable model was
Mistral Nemo 12b. It demonstrated a strong per-
formance on the matched answers with more in-
formation and more entities, but was not able to ef-
fectively detect synonyms changes in both ZS and
FS settings. In case of this model, providing more
examples to the model did not have a noticeable
effect. Interestingly, EuroLLM showed the same
pattern as for Latvian in ZS, but was able to get
a comparable results with the 70b groups of mod-
els in FS settings. It indicates that the model has
a better understanding of Lithuanian than Latvian
when it comes to this task, and can perform well
when provided with examples.

Therefore, based on our observations, we can
address each of the research questions we formu-
lated.

Q1: Are LLMs capable of correctly identify-
ing matched and non-matched answers with the
proposed alteration rules ? Overall, the evaluated
models were able to accurately identify, which
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Figure 3: Accuracy scores per generated answer type for Latvian.
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Figure 4: Accuracy scores per generated answer type for Lithuanian.

answers are matched and which are not. LLMs
with the greater number of parameters showed a
very consistent performance, when smaller model
can have difficulties with Latvian or Lithuanian.
Specifically, LLaMa3.1 8b and EuroLLM 9b re-
quire additional examples, when QWEN2.5 7b
and Mistral 7b are on par with the larger mod-
els. Moreover, we found specific types of alter-
nation rules that models had more difficulties to
pick up. Specifically LLaMa3.1 8b and EuroLLM
9b had difficulties with added entities in the text
in Latvian. Mistral 7b struggled with incorporat-
ing minor changes and changing domain related
information rules in Latvian FS settings. Mistral
Nemo obtained weaker performance on changing
words to synonyms and style swap to exclamatory
(Exclamatory) rules in Lithuanian.

Q2: Is there a difference between few-shot and
zero-shot inference for different LLMs for this
task ? Our findings showed that few shot approach
did not improve the scores of the larger models:
they are already very high. However, it can be
helpful in case of some smaller models, especially
with EuroLLM 9b. In case of Mistral 7b, the per-
fromance was decreased with adding more exam-

ples. On the other hand, if the model struggles
with a language, providing more examples will not
necessarily improves its performance (e.g. Mistral
Nemo in Lithuanian or Mistral 7b) for this task.

6 Conclusion

In conclusion, our findings demonstrate that large
language models (LLMs) with greater parameter
counts, such as QWEN2.5 72b and LLaMa3.1
70b, consistently achieve high accuracy in dis-
tinguishing matched and non-matched answers
across both Latvian and Lithuanian, regardless
of zero-shot or few-shot settings. Smaller mod-
els showed less robustness, with LLaMa3.1 8b
and EuroLLM 9b benefiting from additional ex-
amples in few-shot scenarios. Mistral Nemo 12b
struggled with detecting certain nuances, partic-
ularly in Lithuanian. QWEN2.5 7b and Mistral
7b were able to obtain a similar the performance
to the larger 70b models, but in case of Mistral
7b the performance decreased in with a few shot
approach. These results highlight the robustness
of larger models and the potential for targeted
improvements in smaller ones to address answer
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matching task with the defined set of alteration
rules.
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A Manual Evaluation

For each language, we recruited two native speak-
ers to evaluate the outputs of LLMs on the answers
generation task. Each annotator was presented
with 360 random samples from the dataset. Each
sample contained a question, a reference answer,
a generated answer with an instruction on whether
it supposed to be matched with the reference an-
swer. If the reference answer and the generated
answer are matched and they are supposed to be
matched or the reference answer and the generated
answer are not matched and they are not supposed
to be matched, the label accept was assigned to
the sample. Otherwise, the label reject was as-
signed. For each model (LLaMa2:13b, GPT-4o,
and LLaMa3:7b) and for each matched generation
type, the annotators were presented with 25 sam-
ples. For non-matched generation methods, the
annotators were presented with 40 samples. The
aggregated results (after cleaning the duplicates)
are presented in the Table 3.

To calculate the inter-annotator agreement, we
used Cohen Kappa score (Cohen, 1960) and an
intersection ratio. One of the annotators per lan-
guage was presented with additional 40 samples

from the labeled dataset of the other annotator, in-
cluding the equal coverage of models and genera-
tion methods in the data. The Cohen Kappa coef-
ficient for Latvian language was 0.285 and the in-
tersection score was of 0.825. The Cohen Kappa
coefficient for Lithuanian language was 0.354 and
the intersection score was of 0.82.

Based on the the results, we kept LLaMa3 Non-
Match Relat. generation results and all of the GPT-
4o generated results in the dataset for Lithuanian.
Similarly, we kept LLaMa3 Non-Match Minor-
Changes and GPT-4o (except for Match MoreInfo,
which was excluded by mistake) in the dataset for
Latvian. Our results indicate that GPT-4o is ca-
pable of generating matched and non-matched an-
swers with different methods in these languages,
when LLaMa3 and LLaMa2 struggle.
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Lit R Lit A Lat R Lat A Model Class
1 29 1 29 GPT-4o Match Ents
0 30 4 26 GPT-4o Match MoreInfo
1 29 2 28 GPT-4o Match Syns
0 30 2 28 GPT-4o Match Style
0 60 3 56 GPT-4o Non-Match MinorCh.
3 57 2 57 GPT-4o Non-Match Relat.
20 10 12 18 LLaMa2:13b Match Ents
22 8 15 14 LLaMa2:13b Match MoreInfo
13 17 10 19 LLaMa2:13b Match Syns
12 18 14 16 LLaMa2:13b Match Style
16 43 14 15 LLaMa2:13b Non-Match MinorCh.
12 46 13 32 LLaMa2:13b Non-Match Relat.
10 20 5 25 LLaMa3:7b Match Ents
5 25 8 22 LLaMa3:7b Match MoreInfo
8 22 3 26 LLaMa3:7b Match Syns
13 16 14 16 LLaMa3:7b Match Style
6 54 4 56 LLaMa3:7b Non-Match MinorCh.
2 58 6 48 LLaMa3:7b Non-Match Relat.
5 235 14 224 GPT-4o All
95 142 79 144 LLaMa2:13b All
44 195 40 193 LLaMa3:7b All

Table 3: Annotation results. R and A indicate amount of rejected and accepted samples respectively with
the language at the beginning. Class indicates a generation prompt that was used and whether it should
match with the reference answer.
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B Failure Cases Showcase

In this section, we present a sample of the sam-
ples per model and per generation rule, where the
annotators marked the sample as incorrect, along
with the annotator’s comment on the decision if
provided. The examples are provided in the sub-
sections below.

B.1 Failure Examples for Lithuanian

Language / Rule: Lithuanian / M: Ents
Model Name: GPT-4o
Q (LT): Kokie buvo svarbiausi Kęstučio poli-
tiniai vaidmenys Lietuvos Didžiojoje Kuni-
gaikštystēje ?
Q (EN): What were Kęstutis’ most important
political roles in the Grand Duchy of Lithua-
nia?
Correct Answer (LT):Kęstutis užēmē keletą
svarbių politinių vaidmenų. Jis buvo LDK
submonarchas nuo 1337 ar 1345 m. iki 1381
m., o vēliau Lietuvos didysis kunigaikštis
1381–1382 m. Be to, jis valdē Gardiną ir
Palenkę iki 1337 m., Žemaitiją nuo 1337 m.,
ir Trakus nuo 1337 ar 1345 m.
Correct Answer (EN): Kęstutis held sev-
eral important political roles. He was a sub-
monarch of the Grand Duchy of Lithuania
from 1337 or 1345 to 1381, and later Grand
Duke of Lithuania from 1381–1382. In ad-
dition, he ruled Grodno and Podlaskie until
1337, Samogitia from 1337, and Trakai from
1337 or 1345.
Generated (LT): Kęstutis turējo keletą
svarbių politinių pareigų Lietuvos Didžiojoje
Kunigaikštystēje. Jis veikē kaip LDK sub-
monarchas nuo 1337 arba 1345 iki 1381 metų
prekybos su pagrindiniu Etijopija centru, o po
to tapo Lietuvos didžiuoju kunigaikščiu nuo
1381 iki 1382 metų. Kitas svarbus postas
buvo Gardino ir Palenkēs valdymas iki 1337
metų, taip pat Žemaitijos valdymas nuo 1337
metų ir Trakų nuo 1337 arba 1345 metų.
Generated (EN): Kęstutis held several im-
portant political roles. He was a sub-monarch
of the Grand Duchy of Lithuania from 1337
or 1345 to 1381, and later Grand Duke of
Lithuania from 1381–1382. In addition,
he ruled Grodno and Podlaskie until 1337,
Samogitia from 1337, and Trakai from 1337
or 1345.

Comment: NA

Language / Rule: Lithuanian / M: Ents
Model Name: LLaMa3
Q (LT): Kodēl Valstiečių ir Naujosios
demokratijos partijos susijungē 2001 metais?
Q (EN): On what occasions is it mandatory
to sing or play the Lithuanian anthem?
Correct Answer (LT): Valstiečių ir Nau-
josios demokratijos partijos susijungē 2001
metais, siekdamos pagerinti savo pozicijas
būsimuose rinkimuose ir tapti parlamen-
tine partija. Valstiečių partijai grēsē likti
regionine partija, turinčia įtakos tik rajonų
savivaldybēse. Susijungimas pasiteisino -
2004 metais jungtinē partija gavo mandatą
Europos Parlamente ir 10 mandatų Seime.
Correct Answer (EN): The Lithuanian
anthem must be sung or played on various
occasions, such as at the beginning and
end of the Seimas sessions, at ceremonial
meetings dedicated to Lithuanian holidays,
when meeting foreign heads of state, when
representing Lithuania abroad, on national
television and radio broadcasts, and when
raising the Lithuanian flag.
Generated (LT): Valstiečių ir Naujosios
demokratijos partijos susijungimą 2001
metais galima aiškinti, jog tai buvo siekimas
pagerinti pozicijas būsimuose rinkimuose ir
tapti parlamentine partija. Valstiečių partija,
kuri turējo įtakos tik rajonų savivaldybēse,
norējo likti regionine partija, o susijungimas
leido jiems dalyvauti Europos Parlamente ir
Seime.
Generated (EN): The Lithuanian anthem
must be sung or played when Lithuania
celebrates its holidays, when the Seimas
convenes, when meeting foreign heads of
state, when representing the country abroad,
on national television and radio broadcasts.
Comment: both wrong - grammar and logic

Language / Rule: Lithuanian / M: Ents
Model Name: LLaMa3
Q (LT): Kuo daugiausia minta baltieji
gandrai?
Q (EN): What do white storks mainly eat?
Correct Answer (LT): Baltieji gandrai yra
oportunistiniai "grobuonys", mintantys gau-
siausiais, beveik vien gyvūninēs kilmēs

26



maisto objektais. Jie gaudo vabzdžius,
kitus bestuburius, žuvis, varliagyvius, ant
žemēs perinčių paukščių jauniklius. Kartais
ryja peles, žiurkes, įvairius roplius, taip pat
ir gyvates, neretai kiškių jauniklius ar net
žebenkštis.
Correct Answer (EN): White storks are op-
portunistic "predators", feeding on the most
abundant, almost exclusively animal-based
food objects. They catch insects, other in-
vertebrates, fish, amphibians, and ground-
nesting bird chicks. Sometimes they devour
mice, rats, various reptiles, as well as snakes,
often hare chicks or even weasels.
Generated (LT): Baltieji gandrai yra panau-
dotinēs "grobuonys", mintantys gausiausiais,
beveik vien gyvūninēs kilmēs maisto objek-
tais, tad jų šokas yra labai išvystytas. Jie
gaudo vabzdžius, kitus bestuburius, žuvis,
varliagyvius, ant žemēs perinčių paukščių
jauniklius.
Generated (EN): White storks are utilitar-
ian "predators", feeding on the most abun-
dant, almost exclusively animal-based food
objects, so their shock is highly developed.
They catch insects, other invertebrates, fish,
amphibians, and ground-nesting bird chicks.
Comment: NA

Language / Rule: Lithuanian / M: Ents
Model Name: LlaMa2:13b
Q (LT): Kokias pareigas Algirdas Brazauskas
ējo nepriklausomoje Lietuvoje?
Q (EN): What positions did Algirdas
Brazauskas hold in independent Lithuania?
Correct Answer (LT): Algirdas Brazauskas
nepriklausomoje Lietuvoje ējo prezidento
(1992–1993 laikinai, 1993–1998 išrinktas) ir
ministro pirmininko (2001–2006) pareigas.
Correct Answer (EN): Algirdas Brazauskas
held the positions of President (1992–1993
interim, 1993–1998 elected) and Prime Min-
ister (2001–2006) in independent Lithuania.
Generated (LT): Algirdas Brazauskas
nepriklausomoje Lietuvoje ējo prezidento
ir ministro pirmininko pareigas, tokių kaip
prezidentas (1992–1993 laikinai) ir ministra
(2001–2006) pareigas.
Generated (EN): Algirdas Brazauskas
held the positions of President and Prime
Minister in independent Lithuania, such as

President (1992–1993 interim) and Minister
(2001–2006).
Comment: NA

Language / Rule: Lithuanian / M: Ents
Model Name: LLaMa2:13b
Q (LT): Kokios dvi seniūnaitijos priklauso
Kernavēs seniūnijai?
Q (EN): What two elderships belong to Ker-
navēs eldership?
Correct Answer (LT): Kernavēs seniūnijoje
yra dvi seniūnaitijos: Kerniaus ir Piliakalnio.
Correct Answer (EN): There are two elder-
ships in Kernavēs eldership: Kerniaus and
Piliakalnis.
Generated (LT): Kernavēs seniūnijoje yra
dvi seniūnaitijos: Kerniaus ir Piliakallio,
tačiau tokių kaip Kernavēs miestelē ir Pili-
akalnio savivaldybē.[Inst]
Generated (EN): There are two elderships
in Kernavēs eldership: Kerniaus and Piliakal-
nis, but such as Kernavēs town and Piliakalnis
municipality.
Comment: NA

Language / Rule: Lithuanian / M: Exclama-
tory
Model Name: LLaMa3
Q (LT): Kokias pareigas Algirdas Brazauskas
ējo nepriklausomoje Lietuvoje?
Q (EN): What positions did Algirdas
Brazauskas hold in independent Lithuania?
Correct Answer (LT): Algirdas Brazauskas
nepriklausomoje Lietuvoje ējo prezidento
(1992–1993 laikinai, 1993–1998 išrinktas) ir
ministro pirmininko (2001–2006) pareigas.
Correct Answer (EN): In independent
Lithuania, Algirdas Brazauskas held the
positions of President (1992–1993 interim,
1993–1998 elected) and Prime Minister
(2001–2006).
Generated (LT): Algirdas Brazauskas -
tuo metu Lietuvos prezidentas ir ministras
pirmininkas, atlikęs svarbias vietas nepriklau-
somoje šalyje!
Generated (EN): Algirdas Brazauskas - at
that time the President and Prime Minister
of Lithuania, who held important positions in
the independent country!
Comment: NA
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Language / Rule: Lithuanian / M: Exclama-
tory
Model Name: LLaMa3
Q (LT): Kada ir kodēl baigēsi pirmasis
Kauno "Žalgirio" dominavimo laikotarpis
LKL?
Q (EN): When and why did Kaunas Žalgiris’
first period of dominance in the LKL end?
Correct Answer (LT): Kauno "Žalgirio"
dominavimas, trukęs pirmuosius šešis se-
zonus (1993–1999 m.), baigēsi po jų pergalių
Europos Taurēs ir Eurolygos varžybose. Kitą
sezoną (1999–2000 m.) LKL čempionais
tapo Vilniaus "Lietuvos rytas".
Correct Answer (EN): Kaunas Žalgiris’
dominance, which lasted for the first six sea-
sons (1993–1999), ended after their victories
in the European Cup and Euroleague. The
next season (1999–2000), Vilnius Lietuvos
rytas became the LKL champions.
Generated (LT): Kauno "Žalgirio" dominav-
imas baigēsi po šešių sezučių, kai jie pergu-
drio Europos Taurę ir Eurolygą, o po to Vil-
niaus "Lietuvos ryto" tapo LKL čempionais!
Generated (EN): Kaunas Žalgiris’ domi-
nance ended after six seasons, when they
won the European Cup and Euroleague, and
then Vilnius Lietuvos rytas became the LKL
champions!
Comment: NA

Language / Rule: Lithuanian / M: Exclama-
tory
Model Name: LLaMa2:13b
Q (LT): Kokia yra Gedimino pilies atsir-
adimo legenda?
Q (EN): What is the legend of the origin of
Gediminas Castle?
Correct Answer (LT): Legenda pasakoja,
kad kunigaikštis Gediminas medžiodamas
užmigo Šventaragio slēnyje ir susapnavo
geležinį vilką, staugiantį ant kalno prie
Neries ir Vilnios santakos. Žynys Lizdeika šį
sapną išaiškino kaip pranašystę apie didžio
miesto atsiradimą toje vietoje.
Correct Answer (EN): The legend says that
Duke Gediminas fell asleep while hunting
in the Šventaragis Valley and dreamed of
an iron wolf howling on a mountain at the
confluence of the Neris and Vilnius rivers.
The seer Lizdeika interpreted this dream as a

prophecy about the emergence of a great city
in that place.
Generated (LT): Gediminas pilies atsir-
adimo legenda – pasaulinē istorija, kuriuo
kalbējo apie kunigaikščį, ką ir kiek kito,
susapnavo geležinį vilką ir šventaragio
slēnyje
Generated (EN): The legend of the origin
of Gediminas Castle is a world story that
spoke about the duke, what and how much
else, dreamed of an iron wolf and in the
Šventaragis Valley
Comment: NA

Language / Rule: Lithuanian / M: Exclama-
tory
Model Name: LLaMa2:13b
Q (LT): Kada ir kokiomis aplinkybēmis
Klaipēda buvo prijungta prie Lietuvos?
Q (EN): When and under what circumstances
was Klaipėda annexed to Lithuania?
Correct Answer (LT): Klaipēda buvo pri-
jungta prie Lietuvos 1923 m. po inscenizuoto
sukilimo. Prieš tai miestas buvo atskirtas nuo
Vokietijos pagal Versalio taikos sutartį po Pir-
mojo pasaulinio karo.
Correct Answer (EN): Klaipēda was an-
nexed to Lithuania in 1923 after a staged up-
rising. Before that, the city was separated
from Germany under the Treaty of Versailles
after World War I.
Generated (LT): Klaipēda buvo prieš 1923
m. prijungta prie Lietuvos, po inscenizuoto
sukilimo, prisijungant Vokietijo pagal Ver-
salio taikos sutartį po Pirmojo pasaulinio karo
Generated (EN): Klaipēda was annexed to
Lithuania before 1923, after a staged upris-
ing, with the accession of Germany under the
Treaty of Versailles after World War I.
Comment: NA

Language / Rule: Lithuanian / M: Synonyms
Model Name: GPT-4o
Q (LT): Kada ir kokiomis aplinkybēmis
Klaipēdos kraštas buvo atskirtas nuo Vokieti-
jos?
Q (EN): When and under what circumstances
was the Klaipēda region separated from Ger-
many?
Correct Answer (LT): Klaipēdos kraštas
buvo atskirtas nuo Vokietijos 1919 metais pa-
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gal Versalio taikos sutartį. Ši sutartis numatē,
kad šiaurinē Rytų Prūsijos dalis, kuri ir tapo
Klaipēdos kraštu, būtų atskirta nuo Vokieti-
jos ir perduota sąjungininkų valstybių žinion.
Šis sprendimas buvo priimtas po Paryžiaus
taikos konferencijos, kurioje Lenkijos atsto-
vas iš pradžių reikalavo Mažąją Lietuvą su-
jungti su Didžiąja ir abi prijungti prie Lenki-
jos, bet vēliau pasiūlē prie Lietuvos prijungti
tik Klaipēdos kraštą, kuris iki Lietuvos ir
Lenkijos sąjungos turētų būti Antantēs kon-
trolēje.
Correct Answer (EN): The Klaipēda region
was separated from Germany in 1919 under
the Treaty of Versailles. This treaty pro-
vided that the northern part of East Prussia,
which became the Klaipēda region, would be
separated from Germany and transferred to
the control of the Allied powers. This deci-
sion was made after the Paris Peace Confer-
ence, where the Polish representative initially
demanded that Lithuania Minor be united
with Lithuania Major and both be annexed
to Poland, but later proposed that only the
Klaipēda region be annexed to Lithuania,
which should have been under the control of
the Entente until the union of Lithuania and
Poland.
Generated (LT): 1919 metais, remiantis
Versalio taikos sutartimi, Klaipēdos kraš-
tas buvo atskirtas nuo Vokietijos. Pa-
gal šią sutartį šiaurinē Rytų Prūsijos dalis
tapo Klaipēdos kraštu ir buvo perduota
sąjungininkų valstybių kontrolei. Šis sprendi-
mas buvo priimtas Paryžiaus taikos konferen-
cijos metu. Lenkijos atstovas iš pradžių siekē
sujungti Mažąją Lietuvą su Didžiąja Lietuva
ir prijungti jas abi prie Lenkijos, bet vēliau
pasiūlē Klaipēdos kraštą prijungti prie Lietu-
vos su sąlyga, kad jis iki Lietuvos ir Lenkijos
sąjungos būtų Antantēs valdymo.
Generated (EN): In 1919, according to the
Treaty of Versailles, the Klaipēda region was
separated from Germany. According to this
treaty, the northern part of East Prussia be-
came the Klaipēda region and was transferred
to the control of the Allied powers. This de-
cision was made during the Paris Peace Con-
ference. The Polish representative initially
sought to unite Lithuania Minor with Lithua-
nia Greater and annex both to Poland, but

later proposed annexing the Klaipēda region
to Lithuania on the condition that it would be
under the rule of the Entente until the union
of Lithuania and Poland.
Comment: NA

Language / Rule: Lithuanian / M: Synonyms
Model Name: LLaMa3
Q (LT): Kada ir kur Jonas Žemaitis-
Vytautas buvo suimtas ir kada įvykdyta mir-
ties bausmē?
Q (EN): When and where was Jonas
vZemaitis-Vytautas arrested and when was he
executed?
Correct Answer (LT): Jonas Žemaitis-
Vytautas buvo suimtas 1953 m. gegužēs 30 d.
Šimkaičių miške, Jurbarko rajone, bunkeryje.
Sušaudytas 1954 m. lapkričio 26 d. Maskvos
Butyrkų kalējime.
Correct Answer (EN): Jonas Žemaitis-
Vytautas was arrested on May 30, 1953 in
a bunker in the Šimkaičiai Forest, Jurbarkas
District. He was shot on November 26, 1954
in the Butyrka Prison in Moscow.
Generated (LT): Jonas Žemaitis-Vytautas
buvo suimtas 1953 metais gegužēs trečiadienį
Šimkaičių miške, Jurbarko rajone, bunkeryje.
Mirties bausmē įvyko 1954 metų lapkričio 26
dieną Maskvos Butyrkų kalējime.
Generated (EN): Jonas Žemaitis-Vytautas
was arrested on May 1, 1953 in a bunker in
the Šimkaičia Forest, Jurbarkas District. He
was executed on November 26, 1954 in the
Butyrka Prison in Moscow.
Comment: NA

Language / Rule: Lithuanian / M: Synonyms
Model Name: LLaMa3
Q (LT): Kada minima Kēdainių miesto
gimtadienio šventē?
Q (EN): When is the birthday of the city of
Kēdainiai celebrated?
Correct Answer (LT): Kēdainių miesto
gimtadienis švenčiamas rugpjūčio 8–10
dienomis.
Correct Answer (EN): The birthday of the
city of Kēdainiai is celebrated on August
8-10.
Generated (LT): Kēdainių miesto jubilu-
ojimo atšvarką švenčia rugpjūčio 8-10
dienomis.
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Generated (EN): The anniversary of the city
of Kēdainiai is celebrated on August 8-10.
Comment: NA

Language / Rule: Lithuanian / M: Synonyms
Model Name: LLaMa2:13b
Q (LT): Kada ir kur Marija Pečkauskaitē
pradējo spausdinti savo kūrinius?
Q (EN): When and where did Marija
Pečkauskaitė start publishing her works?
Correct Answer (LT): Paskatinta Povilo
Višinskio, Marija Pečkauskaitē pradējo
spausdinti apsakymus Lietuvos periodinēje
spaudoje nuo 1896 metų.
Correct Answer (EN): Encouraged by Povi-
las Višinskis, Marija Pečkauskaitė started
publishing her short stories in Lithuanian
periodicals from 1896.
Generated (LT): Marija Pečkauskaitē
pradējo spausdinti savo kūrinius iki Povilo
Višinskio apsakymus Lietuvos periodinēje
spaudoje nuo 1896 metų.[Inst]
Generated (EN): Marija Pečkauskaitė
started publishing her works before Povilas
Višinskis’ short stories in Lithuanian periodi-
cals from 1896.
Comment: NA

Language / Rule: Lithuanian / M: Synonyms
Model Name: LLaMa2:13b
Q (LT): Kuo skiriasi bobų vasara nuo pa-
prasto vasaros sezono užsitęsimo rugsējo
pradžioje?
Q (EN): What is the difference between a bob
summer and a simple extension of the sum-
mer season at the beginning of September?
Correct Answer (LT): Bobų vasara negali
būti pirmoje rugsējo pusēje. Jei šiuo metu
ateina šiltas ir sausas oras, tai meteorologai
laiko vasaros sezono užsitęsimu. Tikrasis
bobų vasaros reiškinys susijęs su specifine at-
mosferos cirkuliacija, kurią lemia Azorų an-
ticiklonas.
Correct Answer (EN): A bob summer can-
not occur in the first half of September. If
warm and dry weather arrives at this time,
meteorologists consider it an extension of the
summer season. The real bob summer phe-
nomenon is related to a specific atmospheric
circulation caused by the Azores anticyclone.
Generated (LT): Bobų vasara negali būti pir-

moje rugsējo pusēje, nes tai meteorologiniai
laiko užsitęsimai susijęs su specifine atmos-
feros cirkuliacija, kurią lemia Azorų anticik-
lonas.[Inst]
Generated (EN): A bob summer cannot oc-
cur in the first half of September, because it is
a meteorological extension of time related to
a specific atmospheric circulation caused by
the Azores anticyclone.
Comment: NA

Language / Rule: Lithuanian / NM: Minor-
Changes
Model Name: LLaMa3
Q (LT): Kokius klausimus padeda atsakyti
prieveiksmiai, ir ar patys šie klausimai
laikomi prieveiksmiais?
Q (EN): What questions do adverbs help an-
swer, and are these questions themselves con-
sidered adverbs?
Correct Answer (LT): Prieveiksmiai padeda
atsakyti į klausimus "kaip?", "kada?", "kur?",
"kodēl?", ir "kiek?". Įdomu tai, kad patys šie
klausimai taip pat yra laikomi prieveiksmiais.
Correct Answer (EN): Adverbs help answer
the questions "how?", "when?", "where?",
"why?", and "how much?". Interestingly,
these questions themselves are also consid-
ered adverbs.
Generated (LT): Prieveiksmiai padeda at-
sakyti į klausimus "kaip", "kur", "kodēl?", ir
"kiek?". Įdomu tai, kad patys šie klausimai
laikomi užrašais.
Generated (EN): Adverbs help answer the
questions "how?", "where?", "why?", and
"how much?". Interestingly, these questions
themselves are considered notes.
Comment: NA

Language / Rule: Lithuanian / NM: Minor-
Changes
Model Name: LLaMa3
Q (LT): Kokios pagrindinēs temos vyrauja
Justino Marcinkevičiaus kūryboje?
Q (EN): What are the main themes that
dominate Justinas Marcinkevičius’s work?
Correct Answer (LT): Pagrindinēs jo
kūrybos temos buvo Lietuva, jos istorija,
dabartis, gamta ir kultūra, žmogus Tēvynēje
ir pasaulyje, žmogaus egzistencinē prob-
lematika: laimē, kančia, ištikimybē, pareiga,
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dora.
Correct Answer (EN): The main themes of
his work were Lithuania, its history, present,
nature and culture, man in the Homeland and
in the world, human existential problems:
happiness, suffering, loyalty, duty, virtue.
Generated (LT): Pagrindinēs jo kūrybos
temos buvo Lietuva, jos istorija, dabartis,
gamta ir kultūra, meilē, kančia, ištikimybē,
pareiga, dora.
Generated (EN): The main themes of his
work were Lithuania, its history, present,
nature and culture, love, suffering, loyalty,
duty, virtue.
Comment: NA

Language / Rule: Lithuanian / NM: Minor-
Changes
Model Name: LLaMa2:13b
Q (LT): Kokia yra Nemuno ekonominē
reikšmē?
Q (EN): What is the economic significance of
the Nemunas River?
Correct Answer (LT): Nemunas yra nau-
dojamas elektros energijos gavybai (Kauno
HE), žvejybai, laivybai, vandens tiekimui,
drēkinimui ir turizmui.
Correct Answer (EN): The Nemunas River
is used for electricity generation (Kaunas
HPP), fishing, shipping, water supply, irriga-
tion, and tourism.
Generated (LT): Nemunas yra naudojamas
hydropower gavybai (Kauno HE), žvejybai,
laivybai, vandens tiekimui, drēkinimui ir sky-
dyklingu.
Generated (EN): The Nemunas River is used
for hydropower generation (Kaunas HPP),
fishing, shipping, water supply, irrigation,
and skydiving.
Comment: NA

Language / Rule: Lithuanian / NM: Minor-
Changes
Model Name: LLaMa2:13b
Q (LT): Kokiomis vaistinēmis savybēmis
pasižymi pelynas?
Q (EN): What are the medicinal properties of
wormwood?
Correct Answer (LT): Pelynas yra labai kar-
tus ir dažnai naudojamas kaip vaistinis au-
galas, padedantis gydyti virškinamo trakto

sutrikimus, tulžies pūslēs ir kepenų ligas,
naikinti kirmēles, gerinti apetitą ir gydyti
kvēpavimo organų ligas. Rekomenduojama
dozē yra 1/2 šaukštelio žaliavos puodeliui
vandens, geriama kelis kartus per dieną,
likus pusei valandos iki valgio. Svarbu
neperdozuoti, nes didelēs dozēs gali sukelti
vēmimą ir traukulius.
Correct Answer (EN): Wormwood is very
bitter and is often used as a medicinal plant
to help treat digestive disorders, gallbladder
and liver diseases, kill worms, improve ap-
petite and treat respiratory diseases. The rec-
ommended dose is 1/2 teaspoon of raw ma-
terial per cup of water, taken several times a
day, half an hour before meals. It is impor-
tant not to overdose, as large doses can cause
vomiting and convulsions.
Generated (LT): Pelynas yra labai kar-
tus ir dažnai naudojamas kaip vaistinis au-
galas, padedantis gydyti virškinamo trakto
sutrikimus, tulžies pūslēs ir kepenų ligas,
naikinti kirmēles, gerinti apetitą ir gydyti
kvēpavimo organų ligas. Rekomenduojama
dozē yra 1/2 šaukštelio žaliavos puodeliui
vandens, geriama kelis kartus per dieną,
likus pusei valandos iki valgio. Svarbu
neperdozuoti, nes didelēs dozēs gali sukelti
vēmimą ir traukulius.
Generated (EN): Wormwood is very bitter
and is often used as a medicinal plant to help
treat digestive disorders, gallbladder and liver
diseases, kill worms, improve appetite and
treat respiratory diseases. The recommended
dose is 1/2 teaspoon of raw material per cup
of water, taken several times a day, half an
hour before meals. It is important not to over-
dose, as large doses can cause vomiting and
convulsions.
Comment: NA

Language / Rule: Lithuanian / NM: Related
Model Name: GPT-4o
Q (LT): Kokios yra pagrindinēs Tauragēs
pavadinimo kilmēs teorijos?
Q (EN): What are the main theories of the
origin of the name Tauragē?
Correct Answer (LT): Tauragēs pavadin-
imas kildinamas iš kelių teorijų. Viena
teorija teigia, kad pavadinimas kilęs iš žodžių
"tauras" ir "ragas", reiškiančių "tauro kampą"
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dēl Jūros upēs vingio. Kita teorija teigia,
kad pavadinimas kilęs iš žodžių "rasa" ir "ru-
giai", nors tai laikoma antrine etimologija,
kurią vokiečiai pritaikē nesuprasdami vieto-
vardžio. Taip pat pavadinimas siejamas su
"tauragine" (tauro ragų apdirbimo dirbtuve) ir
"tauragiais" (žmonēmis, apdirbančiais tauro
ragus). Liaudies etimologija pasakoja apie
karžygį Taurą ir jo mylimąją Jūraitę, bei apie
rastus tauro ragus.
Correct Answer (EN): The name Tauragē is
derived from several theories. One theory
states that the name comes from the words
"tauras" and "ragas", meaning "corner of the
taurus" due to the bend of the Jūras River. An-
other theory states that the name comes from
the words "rasa" and "rugiai", although this
is considered a secondary etymology that the
Germans applied without understanding the
place name. The name is also associated with
"tauragine" (a workshop for processing taurus
horns) and "tauragais" (people who process
taurus horns). Folk etymology tells the story
of the warrior Tauras and his beloved Jūraitē,
and about the taurus horns that were found.
Generated (LT): Tauragēs pavadinimas kil-
dinamas iš teorijos, kad jis kilęs iš žodžių
"vanagas" ir "žirgas", reiškiančių "vanago vi-
etą" dēl istorinių mūšių. Kita teorija teigia,
kad pavadinimas kilęs iš žodžių "vandenys"
ir "gērimas", kurios nēra patvirtintos eti-
mologiškai. Paprastą etimologiją susieja su
miško gyvūnais bei tiesiogine geografine de-
tale. Liūdinēs etimologija pasakoja apie
karžygį Vanagą ir jo mylimąją Žirgaitę, bei
apie rastus vanago plunksnus.
Generated (EN): The name Tauragē is de-
rived from the theory that it comes from
the words "vanagas" and "žirgas", meaning
"place of the hawk" due to historical battles.
Another theory states that the name comes
from the words "waters" and "drink", which
are not etymologically confirmed. The sim-
ple etymology is associated with forest ani-
mals and a direct geographical detail. The et-
ymology of the song tells about the warrior
Vanagas and his beloved Žirgaitē, and about
the found hawk feathers.
Comment: NA

Language / Rule: Lithuanian / NM: Related
Model Name: LLaMa2:13b
Q (LT): Iš kur kilo Kaišiadorių miesto pava-
dinimas?
Q (EN): Where did the name of the city of
Kaivsiadorys come from?
Correct Answer (LT): Kaišiadorių miesto
pavadinimas yra kilęs iš kilmingo totori-
aus, XVI amžiuje gyvenusio šiose vietose,
vardo Chašaidaras. Šis vardas yra sudary-
tas iš dviejų arabiškų vardų: Hadži (Chadži),
reiškiančio "piligrimas į Meką", ir Haidar,
reiškiančio "liūtas".
Correct Answer (EN): The name of the city
of Kaišiadorys comes from the name of a no-
ble Tatar who lived in these places in the 16th
century, Khashaidar. This name is made up
of two Arabic names: Haji (Hadzhi), mean-
ing "pilgrim to Mecca", and Haidar, meaning
"lion".
Generated (LT): Iš kur kilo Kaišiadorių
miesto pavadinimas? Pavadinimas yra kilęs
iš kilmingo totoriaus, XVI amžiuje gyvenusio
šiose vietose, vardo Chašaidaras. Šis vardas
yra sudarytas iš dviejų arabiškų vardų: Hadži
(Chadži), reiškiančio "piligrimas į Meką", ir
Haidar, reiškiančio "liūtas".[Inst]
Generated (EN): Where did the name of
the city of Kaišiadorys come from? The
name comes from the name of a noble Tatar
who lived in these places in the 16th century,
Khashaidar. This name is made up of two
Arabic names: Haji (Hadzhi), meaning "pil-
grim to Mecca", and Haidar, meaning "lion".
Comment: NA

Language / Rule: Lithuanian / NM: Related
Model Name: LLaMa2:13b
Q (LT): Kokie buvo svarbiausi Kęstučio poli-
tiniai vaidmenys Lietuvos Didžiojoje Kuni-
gaikštystēje?
Q (EN): What were the most important polit-
ical roles of Kęstutis in the Grand Duchy of
Lithuania?
Correct Answer (LT): Kęstutis užēmē keletą
svarbių politinių vaidmenų. Jis buvo LDK
submonarchas nuo 1337 ar 1345 m. iki 1381
m., o vēliau Lietuvos didysis kunigaikštis
1381–1382 m. Be to, jis valdē Gardiną ir
Palenkę iki 1337 m., Žemaitiją nuo 1337 m.,
ir Trakus nuo 1337 ar 1345 m.
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Correct Answer (EN): Kęstutis held sev-
eral important political roles. He was a sub-
monarch of the Grand Duchy of Lithuania
from 1337 or 1345 to 1381, and later Grand
Duke of Lithuania from 1381–1382. In ad-
dition, he ruled Grodno and Podlaskie until
1337, Samogitia from 1337, and Trakai from
1337 or 1345.
Generated (LT): Kokie buvo svarbiausi Ged-
iminas politiniai vaidmenys Lietuvos Didžio-
joje Kunigaikštystēje?[Inst]
Generated (EN): What were the most impor-
tant political roles of Gediminas in the Grand
Duchy of Lithuania?
Comment: NA

B.2 Failure Examples for Latvian

Language / Rule: Latvian / M: Ents
Model Name: LLaMa3
Q (LV): Kāda bija Emīla Dārzin, a muzikālā
valoda?
Q (EN): What was Emīla Dārzin, ’s musical
language?
Correct Answer (LV): Dārzin, š bija iz-
cils melodik, is ar latvisku mentalitāti savā
mūzikā. Vin, a dziesmām raksturīgs trijdal, īgs
taktsmērs, mierīgs un plūstošs raksturs, un
ritms, kas izriet no teksta deklamācijas.
Correct Answer (EN): Dārzin, š was an out-
standing melodist with a Latvian mentality in
his music. His songs are characterized by a
three-part time signature, a calm and flowing
character, and a rhythm that stems from the
recitation of the text.
Generated (LV): Emīla Dārzin, a muzikālā
valoda ir ticama latviešu garīguma harmonija,
ar savu melodiskumu un ritmu, kas atspogul,o
vin, a dziesmās esošo garīgo ap ‘gēru.
Generated (EN): Emīla Dārzin, ’s musical
language is a credible harmony of Lat-
vian spirituality, with its melodiousness and
rhythm, which reflect the spiritual attire
present in his songs.
Comment: The response does not match the
correct answer and the meaning is distorted,
making the answer hard to understand.

Language / Rule: Latvian / M: Ents
Model Name: LLaMa3
Q (LV): Kad notika rokoperas "Lāčplēsis"
pirmizrāde?

Q (EN): When was the premiere of the rock
opera "Lāčplēsis"?
Correct Answer (LV): Rokoperas
"Lāčplēsis" pirmizrāde notika 1988. gada 23.
augustā.
Correct Answer (EN): The premiere of the
rock opera "Lāčplēsis" took place on August
23, 1988.
Generated (LV): Latgales kultūrbalss
„Lāčplēsis” sasniedza mūsu skatu 1988. gada
23. augustā, kad bija pirmizrāde šīs izcili
Latvijas rokoperas.
Generated (EN): The cultural voice of
Latgale "Lāčplēsis" reached our stage on
August 23, 1988, when this outstanding
Latvian rock opera premiered.
Comment: The response has the correct
answer, but the text is unreadable because of
the grammar and choice of words.

Language / Rule: Latvian / M: Ents
Model Name: LLaMa2:13b
Q (LV): Kurā pilsētā dzimis Kristaps
Porzin, ‘gis?
Q (EN): In which city was Kristaps Porzingis
born?
Correct Answer (LV): Kristaps Porzin, ‘gis ir
dzimis Liepājā, Latvijā.
Correct Answer (EN): Kristaps Porzingis
was born in Liepāja, Latvia.
Generated (LV): Kristaps Porzin, ‘gis ir dzimis
Liepājā, Latvijā, bet arī Jauniell,u pilsētā dz-
imis, piemēram, Rīgā un Daugavpilī.[Inst]
Generated (EN): Kristaps Porzingis was
born in Liepāja, Latvia, but was also born in
the city of Jauniell̨i, for example, in Riga and
Daugavpils.
Comment: The generated answer matches
the correct answer but it provides a contra-
dicting information so it’s not correct - at the
end it’s NOT MATCH.

Language / Rule: Latvian / M: Ents
Model Name: llama2:13b
Q (LV): Kad pirmo reizi Latvijas Skolu jau-
natnes dziesmu un deju svētkos piedalījās
bērni ar īpašām vajadzībām un diasporas
pārstāvji?
Q (EN): When did children with special
needs and representatives of the diaspora par-
ticipate in the Latvian School Youth Song and
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Dance Festival for the first time?
Correct Answer (LV): Bērni ar īpašām va-
jadzībām un diasporas pārstāvji pirmo reizi
piedalījās vienpadsmitajos Latvijas Skolu
jaunatnes dziesmu un deju svētkos 2015.
gadā.
Correct Answer (EN): Children with special
needs and representatives of the diaspora par-
ticipated for the first time in the eleventh Lat-
vian School Youth Song and Dance Festival
in 2015.
Generated (LV): Bērni ar īpašām vajadzībām
un diasporas pārstāvji pirmo reizi piedalījās
vienpadsmitajos Latvijas Skolu jaunatnes
dziesmu un deju svētkos 2015. gada, kurš
bija nozīmīgs paraugums latviešu kultūras un
izdību tradīcijas augšējās pasaules.
Generated (EN): Children with special
needs and representatives of the diaspora par-
ticipated for the first time in the eleventh Lat-
vian School Youth Song and Dance Festival
in 2015, which was an important example of
the upper world of Latvian culture and artistic
traditions.
Comment: The first part of the sentence in
the response matches the correct answer and
is correct, but the second part is unreadable
and does not make any sense.

Language / Rule: Latvian / M: Exclamatory
Model Name: GPT-4o
Q (LV): Kāds bija viens no galvenajiem
funkcionālisma pilsētbūvniecības princip-
iem?
Q (EN): What was one of the main principles
of functionalist urban planning?
Correct Answer (LV): Viens no galvenajiem
funkcionālisma pilsētbūvniecības principiem
bija pēc iespējas plašākas zal, ās zonas izveide
dzīvojamā rajonā ap augstām un atstatus
izvietotām dzīvojamām ēkām.
Correct Answer (EN): One of the main
principles of functionalist urban planning
was to create as much green space as possible
in residential areas around tall and widely
spaced residential buildings.
Generated (LV): Funkcionālisma
pilsētbūvniecībā viens no būtiskiem
principiem bija radīt plašas zal, ās zonas
dzīvojamajos rajonos ar attālāk izvietotām
augstām dzīvojamām ēkām.

Generated (EN): One of the essential prin-
ciples of functionalist urban planning was to
create large green spaces in residential areas
with tall residential buildings that are more
distant from each other.
Comment: The Generated Answer has a
different meaning compared to the Correct
Answer. The Correct Answer states that the
green territories were created around tall
and spaced buildings. Still, the Generated
Answer states that they were made with tall
residential buildings located further away.

Language / Rule: Latvian / M: Exclamatory
Model Name: LLaMa3
Q (LV): Kā vācbaltiešu mācītājs Gustavs
Braše sākotnēji lietoja jēdzienu "jaun-
latvieši"?
Q (EN): How did the Baltic German pastor
Gustavs Braše initially use the term "jaun-
latvieši"?
Correct Answer (LV): Gustavs Braše
sākotnēji lietoja jēdzienu "jaunlatvieši"
nievājošā un ironiskā nozīmē, ar to domājot
nemierniekus un dumpiniekus. Šo vārdu
vin, š piedēvēja Jurim Alunānam pēc vin, a
dzejol,u krājuma "Dziesmin, as, latviešu valo-
dai pārtulkotas" izlasīšanas.
Correct Answer (EN): Gustavs Braše
initially used the term "jaunlatvieši" in a
derogatory and ironic sense, meaning rebels
and mutineers. He attributed this term to
Juris Alunāns after reading his collection
of poems "Dziesmin̨as, latviešu valodai
pārtulkotas".
Generated (LV): Gustavs Braše ar šo jēdzei
"jaunlatvieši" vairāk tiek mācīts, kāda ir
tā reālā nozīme – iesaiste nemierniekos un
dumpiniekos.
Generated (EN): Gustavs Braše is taught
more by this term "jaunlatvieši" than by its
real meaning - involvement in rebels and
mutineers.
Comment: Although it seems that the gen-
erated answer provides a similar answer, the
language and grammar on it is non sensical -
it just doesn’t make any sense. So it’s NOT
MATCH.

Language / Rule: Latvian / M: Exclamatory
Model Name: LLaMa3
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Q (LV): Cik ciemu ir Rojas pagastā, un cik
no tiem ir dal, ēji izzuduši?
Q (EN): How many villages are there in Ro-
jas parish, and how many of them have par-
tially disappeared?
Correct Answer (LV): Rojas pagastā atro-
das 16 ciemi. No tiem 14 ir minēti kā es-
oši vai dal, ēji izzuduši sākotnējā uzskaitījumā,
bet Rojas pagasta aprakstā minēti 16 ciemi.
Sākotnējā uzskaitījumā minēts, ka 12 ciemi
pašlaik pastāv, bet 4 ir dal, ēji izzuduši.
Correct Answer (EN): There are 16 villages
in Rojas parish. Of these, 14 are mentioned as
existing or partially disappeared in the orig-
inal list, but the description of Rojas parish
mentions 16 villages. The original list men-
tions that 12 villages currently exist, but 4
have partially disappeared.
Generated (LV): Rojas pagastā esošajos 16
ciemos 14 joprojām eksistē, bet 2 jau dal, ēti
izzudusi!
Generated (EN): Of the 16 villages in Rojas
parish, 14 still exist, but 2 have already par-
tially disappeared!
Comment: Generated answer is incorrect be-
cause it mentions a different number than the
correct answer so it’s NOT MATCH.

Language / Rule: Latvian / M: Exclamatory
Model Name: LLaMa2:13b
Q (LV): Kāda ir Latvijas demogrāfijas
definīcija?
Q (EN): What is the definition of Latvian
demography?
Correct Answer (LV): Latvijas demogrāfija
ir Latvijas iedzīvotāju demogrāfisko
rādītāju kopums, kas ietver informāciju
par iedzīvotāju skaitu, tautību, urbanizācijas
līmeni, dzimumstruktūru, vecumstruktūru un
citiem rādītājiem.
Correct Answer (EN): Latvian demography
is a set of demographic indicators of the pop-
ulation of Latvia, which includes information
on the number of inhabitants, ethnicity,
level of urbanization, gender structure, age
structure and other indicators.
Generated (LV): Cik precisas un detalizēti
ir Latvijas demogrāfija, kas kopliet savām
iedzīvotāju skaitu, tautību, urbanizācijas
līmeni, dzimumstruktūru, vecumstruktūru un
citiem rādītājam

Generated (EN): How precise and detailed
is Latvian demography, which shares its
population number, ethnicity, level of urban-
ization, gender structure, age structure and
other indicators!
Comment: The Generated Answer has very
bad grammar so it’s hard to interpret the
meaning, making it non sensible. Therefore
NOT MATCH.

Language / Rule: Latvian / M: Exclamatory
Model Name: LLaMa2:13b
Q (LV): Kas ir Jēkabpils iedzīvotāju skaita
zin, ā?
Q (EN): What is the population of Jēkabpils?
Correct Answer (LV): Jēkabpils ir 10.
lielākā pilsēta Latvijā iedzīvotāju skaita zin, ā.
Correct Answer (EN): Jēkabpils is the 10th
largest city in Latvia in terms of population.
Generated (LV): Cik lielu iedzīvotāju skaita
zin, ā ir Jēkabpils, 10. lielāka pilsēta Latvijā
Generated (EN): How big is Jēkabpils, the
10th largest city in Latvia in terms of popula-
tion?
Comment: The Generated Answer matches
the Correct Answer partly. It consists of many
typos making the response unreadable.

Language / Rule: Latvian / M: Synonyms
Model Name: GPT-4o
Q (LV): Kāpēc senlatviešiem Lieldienas bija
tik svarīgi svētki?
Q (EN): Why was Easter such an important
holiday for ancient Latvians?
Correct Answer (LV): Senlatviešiem Liel-
dienas bija vieni no četriem svarīgākajiem
gadalaika main, u punktiem, kas bija īpaši
nozīmīgi zemkopju tautām. Lieldienas tika
svinētas pavasara ekvinokcijas laikā, kad di-
ena un nakts ir vienādā garumā, un iestājas
astronomiskais pavasaris. Pēc Lieldienām di-
enas kl,ūst garākas, simbolizējot gaismas uz-
varu pār tumsu, ko senās baltu tautas atzīmēja
ar svinībām. Pastāv uzskats, ka pats svētku
nosaukums – Lieldienas – cēlies no tā, ka di-
ena kl,ūst "lielāka" par nakti.
Correct Answer (EN): For ancient Latvians,
Easter was one of the four most important
seasonal changes, which was especially im-
portant for agricultural peoples. Easter was
celebrated during the spring equinox, when
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day and night are of equal length, marking
the beginning of astronomical spring. After
Easter, the days become longer, symbolizing
the victory of light over darkness, which the
ancient Baltic peoples celebrated with cele-
brations. It is believed that the very name of
the holiday – Easter – comes from the fact
that the day becomes "larger" than the night.
Generated (LV): Senlatviešiem Lieldienas
bija ievērojami svētki, jo tās iezīmēja vienu
no nozīmīgajām gadalaiku main, ām, kas bija
būtiskas zemkopju kultūrām. Lieldienas
sakrita ar pavasara ekvinokciju, kad diena
un nakts ir vienādā garumā, iezīmējot as-
tronomiskā pavasara sākumu. Pēc šī laika
posma dienas kl,ūst garākas, simbolizējot
gaismas uzvaru pār tumsu, ko baltu tautas
svinēja. Ir pien, emts, ka svētku nosaukums
"Lieldienas" radies no dienas pagarinājuma
pār nakti.
Generated (EN): For ancient Latvians,
Easter was a significant holiday, because
it marked one of the important seasonal
changes, which was essential for agricultural
cultures. Easter coincided with the spring
equinox, when day and night are of equal
length, marking the beginning of astronom-
ical spring. After this period, the days be-
come longer, symbolizing the victory of light
over darkness, which the Baltic peoples cel-
ebrated. It is believed that the name of the
holiday "Easter" comes from the lengthening
of the day over the night.
Comment: The Generated Answer almost
matches the Correct Answer. The only differ-
ence is the distorted meaning of the last part
of the answer which explains the origin of the
word "Lieldienas". The sentence is incompre-
hensive.

Language / Rule: Latvian / M: Synonyms
Model Name: GPT-4o
Q (LV): Kādi faktori ietekmēja Latvijas
ekonomisko izaugsmi laika posmā no 1998.
līdz 2007. gadam?
Q (EN): What factors influenced Latvia’s
economic growth during the period from
1998 to 2007?
Correct Answer (LV): Izaugsmi ve-
icināja ekonomisko un strukturālo reformu
turpināšana, un, sākot ar 2000. gadu,

nozīmīgu lomu ieguva iestāšanās process
Eiropas Savienībā.
Correct Answer (EN): Growth was driven
by the continuation of economic and struc-
tural reforms, and starting in 2000, the
process of accession to the European Union
played a significant role.
Generated (LV): Latvijas ekonomisko
izaugsmi šajā periodā noteica turpinātās
ekonomiskās un strukturālās reformas, kā
arī liela nozīme bija Latvijas pievienošanās
procesam Eiropas Savienībai pēc 2000. gada.
Generated (EN): Latvia’s economic growth
during this period was determined by the
continued economic and structural reforms,
as well as the process of Latvia’s accession
to the European Union after 2000.
Comment: The Generated Answer changed
the sequence of the words making it incom-
prehensive.

Language / Rule: Latvian / M: Synonyms
Model Name: LLaMa3
Q (LV): Kāpēc Kurzemes un Zemgales herc-
ogisti dažkārt dēvē par muižnieku republiku?
Q (EN): Why is the Duchy of Courland and
Semigallia sometimes called a republic of no-
bles?
Correct Answer (LV): Tekstā nav minēts
iemesls, kāpēc hercogisti dažkārt dēvē par
muižnieku republiku.
Correct Answer (EN): The text does not
mention the reason why the Duchy is some-
times called a republic of nobles.
Generated (LV): Šī teize nav atklāta, bet
Kurzemes un Zemgales hercogistus reizēm
sauc par muižnieku republiku tikai kādās
speciālajās situācijās.
Generated (EN): This thesis is not revealed,
but the Duchies of Courland and Semigal-
lia are sometimes called a republic of nobles
only in some special situations.
Comment: While the Correct Answer tells
that the requested information is not found in
the given text, the Generated Answer comes
up with it’s own answer which makes it un-
aligned with the Correct Answer so it’s NOT
MATCH.

Language / Rule: Latvian / M: Synonyms
Model Name: LLaMa3
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Q (LV): Kādi dzelzcel,a savienojumi ir piee-
jami no Tukuma?
Q (EN): What rail connections are available
from Tukums?
Correct Answer (LV): No Tukuma ar
dzelzcel,u var nokl,ūt Jelgavā, Rīgā un
Ventspilī. Pilsētā ir divas dzelzcel,a stacijas:
Tukums I un Tukums II.
Correct Answer (EN): You can get to
Jelgava, Riga and Ventspils by rail from
Tukums. The city has two railway stations:
Tukums I and Tukums II.
Generated (LV): No Tukuma tiek uzticams
uz dzelzcel,u savienojumiem Jelgavai, Rīgai
un Ventspilī, tāpat kā divām stacijām Tukumā
- Tukums I un Tukums II.
Generated (EN): Tukums has reliable rail
connections to Jelgava, Riga and Ventspils, as
well as two stations in Tukums - Tukums I
and Tukums II.
Comment: The Generated Answer is incom-
prehensive. The typos make the Answer un-
readable.

Language / Rule: Latvian / M: Synonyms
Model Name: LLaMa2:13b
Q (LV): Kā cilvēka darbība ietekmē mežu
augšanas apstākl,us, un kādi jauni meža tipi
rodas šīs ietekmes rezultātā?
Q (EN): How does human activity affect the
conditions for forest growth, and what new
forest types arise as a result of this impact?
Correct Answer (LV): Cilvēka darbība, gal-
venokārt meliorācija jeb nosusināšana, rada
jaunus meža augšanas apstākl,us. Rezultātā
veidojas āren, i, kas rodas, nosusinot slap-
jas minerālaugsnes vai pārmitras pl,avas,
un kūdren, i, kas veidojas, nosusinot slapjas
kūdras vai purvu augsnes.
Correct Answer (EN): Human activity,
mainly land reclamation or drainage, creates
new conditions for forest growth. The result
is bogs, which are formed by draining wet
mineral soils or overwet meadows, and peat-
lands, which are formed by draining wet peat
or bog soils.
Generated (LV): Cilvēka darbība ietekmē
mežu augšanas apstākl,us, ko jaunus meža tipi
rodas šīs ietekmes rezultātā. Galvenokārt me-
liorācija un nosusināšana veidojas āren, i, kas
rodas slapjas minerālaugsnes vai pārmitras

pl,avas, un kūdren, i, kas veidojas, nosusinot
slapjas kūdras vai purvu augsnes.
Generated (EN): Human activity affects the
conditions for forest growth, and new forest
types arise as a result of this impact. Mainly
land reclamation and drainage form bogs,
which are formed by draining wet peat or bog
soils.
Comment: The structure of the sentences of
the Generated Answer makes it incomprehen-
sive. The first sentence indicates that people’s
activity influences the growth of the forest be-
cause new forest types are made due to this
activity. But the activities themselves are not
listed.

Language / Rule: Latvian / M: Synonyms
Model Name: LLaMa2:13b
Q (LV): Kādas bija Rūdolfa Blauman, a
‘gimenes valoda?
Q (EN): What was the language of Rūdolfs
Blaumanis’ family?
Correct Answer (LV): Blauman, u ‘gimenes
valoda bija vācu valoda. Latviešu valodu
Rūdolfs Blaumanis apguva no apkārtējo
kalpu bērniem.
Correct Answer (EN): The language of the
Blaumanis family was German. Rūdolfs
Blaumanis learned Latvian from the children
of the servants around him.
Generated (LV): Rūdolfs Blaumanis
aprēk, ināja vācu valodā, kas bija latviešu
valoda.[Inst]
Generated (EN): Rūdolfs Blaumanis calcu-
lated in German, which was Latvian.
Comment: The Generated Answer claims
that the author made the calculations in
German which was Latvian. The Answer is
incomprehensive.

Language / Rule: Latvian / NM: Minor-
Changes
Model Name: GPT-4o
Q (LV): Kurš vēsturnieks veica iedzīvotāju
skaita aplēses 1700. gadam?
Q (EN): Which historian made population es-
timates for 1700?
Correct Answer (LV): Vēsturnieks Edgars
Dunsdorfs veica iedzīvotāju skaita aplēses
1700. gadam, lēstot, ka Latvijas teritorijā
dzīvoja 465 000 iedzīvotāju.
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Correct Answer (EN): Historian Edgars
Dunsdorfs made population estimates for
1700, estimating that 465,000 people lived in
the territory of Latvia.
Generated (LV): Vēsturnieks Edgars Duns-
dorfs veica iedzīvotāju skaita aplēses 1800.
gadam, lēstot, ka Latvijas teritorijā dzīvoja
500 000 iedzīvotāju.
Generated (EN): Historian Edgars Duns-
dorfs made population estimates for 1800, es-
timating that 500,000 people lived in the ter-
ritory of Latvia.
Comment: The Generated Answer has the
same historian name as the Correct Answer,
which means the question is answered cor-
rectly.

Language / Rule: Latvian / NM: Minor-
Changes
Model Name: LLaMa3
Q (LV): Kāda ir Latvijas demogrāfijas
definīcija?
Q (EN): What is the definition of Latvian
demography?
Correct Answer (LV): Latvijas demogrāfija
ir Latvijas iedzīvotāju demogrāfisko
rādītāju kopums, kas ietver informāciju
par iedzīvotāju skaitu, tautību, urbanizācijas
līmeni, dzimumstruktūru, vecumstruktūru un
citiem rādītājiem.
Correct Answer (EN): Latvian demography
is a set of demographic indicators of the pop-
ulation of Latvia, which includes information
on the number of inhabitants, ethnicity,
level of urbanization, gender structure, age
structure and other indicators.
Generated (LV): Latvijas demogrāfija
ir Latvijas iedzīvotāju demogrāfisko
rādītāju kopums, kas ietver informāciju
par iedzīvotāju skaitu, gatavību, tautību,
dzimumstruktūru un citiem rādītājiem.
Generated (EN): Latvian demography is a
set of demographic indicators of the popula-
tion of Latvia, which includes information on
the number of inhabitants, maturity, ethnicity,
gender structure and other indicators.
Comment: Generated Answer aligns with
the Correct Answer and provides a very
similar information so they match although
it’s requested to not match and to be incorrect
so it’s NOT MATCH.

Language / Rule: Latvian / NM: Minor-
Changes
Model Name: LLaMa3
Q (LV): Kāpēc Bauman, u Kārlis devās uz
Pēterburgu?
Q (EN): Why did Bauman Karlis go to St.
Petersburg?
Correct Answer (LV): Bauman, u Kārlis
devās uz Pēterburgu, jo jutās aizskarts na-
cionālās jūtās un neapmierināts ar savu paze-
mojošo stāvokli, strādājot par mājskolotāju
K, irbižu muižā. Vin, š uzskatīja, ka Pēterburgā
varēs vairāk dot latviešu tautai.
Correct Answer (EN): Bauman, Karlis went
to St. Petersburg because he felt offended by
national feelings and was dissatisfied with his
humiliating position, working as a tutor at the
K, irbiži Manor. He believed that in St. Pe-
tersburg he would be able to give more to the
Latvian people.
Generated (LV): Bauman, u Kārlis devās
uz Pēterburgu, jo jutās aizskarts nacionālās
jūtās un neapmierināts ar savu pazemo-
jošo stāvokli, strādājot par mājskolotāju
K, irbižu muižā. Vin, š uzskatīja, ka Pēterburgā
varēs vairāk dot latviešu tautai, un arī vin, a
draudznieks bija iecere, lai Kārlis pārstāvētu
Latvijas intereses Pēterburgā.
Generated (EN): Bauman, Karlis went to St.
Petersburg because he felt offended by na-
tional feelings and was dissatisfied with his
humiliating position, working as a tutor at the
K, irbiži Manor. He believed that in St. Peters-
burg he would be able to give more to the Lat-
vian people, and his friend also had the idea
that Karlis would represent Latvian interests
in St. Petersburg.
Comment: The Generated Answer’s most
part matches the Correct Answer and is cor-
rect. The only difference is additional in-
formation which is hard to comprehend, but
based on the context, does not have any fac-
tual claims, which is why it does not satisfy
the description.

Language / Rule: Latvian / NM: Minor-
Changes
Model Name: LLaMa2:13b
Q (LV): Kur dzimis Kārlis Skalbe?
Q (EN): Where was Kārlis Skalbe born?
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Correct Answer (LV): Kārlis Skalbe dz-
imis Cēsu aprin, k, a Vecpiebalgas pagasta
"Incēnos". Vin, š bija jaunākais bērns kalēja
Jān, a Skalbes un vin, a sievas Edes (dzimušas
Brūklenes) Skalbes desmit bērnu ‘gimenē.
Correct Answer (EN): Kārlis Skalbe was
born in "Incēni" in Vecpiebalga parish, Cēsis
district. He was the youngest child in a fam-
ily of ten children of blacksmith Jānis Skalbe
and his wife Ede (née Brūklenes) Skalbe.
Generated (LV): Kārlis Skalbe dzimis
Vecpiebalgas pagasta "Incēnos". Vin, š bija
jaunākais bērns kalēja Jān, a Skalbes un vin, a
sievas Edes (dzimušas Brūklenes) Skalbes
desmit bērnu ‘gimenē.
Generated (EN): Kārlis Skalbe was born in
"Incūni" in Vecpiebalga parish. He was the
youngest child in a family of ten children
of blacksmith Jūnis Skalbe and his wife Ede
(nee Brūklenes) Skalbe.
Comment: Generated Answer provides al-
most the same answer as the Correct Answer.
So it’s correct and aligns while it’s requested
to not match and be incorrect. So it’s NOT
MATCH.

Language / Rule: Latvian / NM: Minor-
Changes
Model Name: llama2:13b
Q (LV): Kāpēc 2020. gada Eirovīzijas
dziesmu konkurss nenotika un kas notika tā
vietā?
Q (EN): Why was the 2020 Eurovision
Song Contest cancelled and what happened
instead?
Correct Answer (LV): 2020. gada
Eirovīzijas dziesmu konkurss nenotika
Covid-19 pandēmijas dēl,. Tā vietā tika
pārraidīts īpašs šovs "Eirovīzija 2020: Eiropa
staro!", kurā godināja dziesmas, kurām bija
jāpiedalās konkursā. Šajā šovā piedalījās arī
Latvijas pārstāve Samanta Tīna ar dziesmu
"Still Breathing".
Correct Answer (EN): The 2020 Eurovision
Song Contest was cancelled due to the
Covid-19 pandemic. Instead, a special show,
"Eurovision 2020: Europe Shines!", was
broadcast, honoring the songs that were
to participate in the contest. The Latvian
representative Samanta Tīna also participated
in this show with the song "Still Breathing".

Generated (LV): 2020. gada Eirovīzijas
dziesmu konkurss nenotika Covid-19
pandēmijas dēl,, tā vietā tika pārridīts īpašs
šovs "Eirovīzija 2020: Eiropa staro!", kurā
godināja dziesmas, kurām bija jāpiedalās
konkursā. Šajā šovā piedalījās arī Latvijas
pārstāve Samanta Tīna ar dziesmu "Still
Breathing", bet kādreiz piegādes pasaules
kl,uva kāds skatītos, ko vēlāk bija pieredze
zināms.
Generated (EN): The 2020 Eurovision Song
Contest was cancelled due to the Covid-19
pandemic, and instead, a special show,
"Eurovision 2020: Europe Shines!", was
broadcast, honoring the songs that were to
participate in the contest. The Latvian rep-
resentative Samanta Tīna also participated in
this show with the song "Still Breathing", but
once the world of supplies became anyone
would watch, which was later known from
experience.
Comment: Generated Answer aligns with
the Correct Answer and is correct while it
shouldn’t. That’s why it’s NOT MATCH.

Language / Rule: Latvian / NM: Related
Model Name: GPT-4o
Q (LV): Kurā pilsētā dzimis Jāzeps Vītols?
Q (EN): In which city was Jāzeps Vītols
born?
Correct Answer (LV): Jāzeps Vītols dz-
imis G, īmes dzirnavās, kuras tagad atrodas
Valmieras pilsētā.
Correct Answer (EN): Jāzeps Vītols was
born in the G, īme mill, which is now located
in the city of Valmiera.
Generated (LV): Jāzeps Vītols dzimis Cēsīs,
kuras tagad atrodas Valmieras pilsētā.
Generated (EN): Jāzeps Vītols was born in
Cēsis, which is now located in the city of
Valmiera.
Comment: The Generated Answer suggests
that a city Cesis is located in Valmiera, an-
swering the question incorrectly, but the Cor-
rect Answer names the particular place of
birth of the person. The Generated Answer
should create a new location, not use city as
an answer. The answer is not logical, even
though it has to be incorrect.
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Language / Rule: Latvian / NM: Related
Model Name: LLaMa3
Q (LV): Kas notika Tukumā 1990. gada 29.
maijā?
Q (EN): What happened in Tukums on May
29, 1990?
Correct Answer (LV): 1990. gada 29. maijā,
PSRS sabrukuma laikā, Tukumā tika novākts
L, en, ina piemineklis, kas bija pirmais šāds
gadījums Latvijā.
Correct Answer (EN): On May 29, 1990,
during the collapse of the USSR, a Lenin
monument was removed in Tukums, which
was the first such case in Latvia.
Generated (LV): 1990. gada 29. maijā,
PSRS sabrukuma laikā, Tukumā tika novākts
karavīra piemineklis, kas bija pirmo reizi šāds
gadījums Latvijā.
Generated (EN): On May 29, 1990, during
the collapse of the USSR, a soldier’s monu-
ment was removed in Tukums, which was the
first such case in Latvia.
Comment: Generated Answer matches the
Correct answer, it has replaced the name of
Lenin with the word "Soldier", which still
feels very close to the Correct Answer.

Language / Rule: Latvian / NM: Related
Model Name: LLaMa3
Q (LV): Kad plānots pabeigt Rail Baltica
dzelzcel,a stacijas būvniecību pie lidostas?
Q (EN): When is the construction of the
Rail Baltica railway station near the airport
planned to be completed?
Correct Answer (LV): Rail Baltica dzelzcel,a
stacijas būvniecību pie lidostas plānots
pabeigt 2025. gada beigās.
Correct Answer (EN): The construction of
the Rail Baltica railway station near the air-
port is planned to be completed by the end of
2025.
Generated (LV): Rail Baltica dzelzcel,a staci-
jas būvniecību pie lidostas plānots pabeigt
2026. gada sākotnējos.
Generated (EN): The construction of the
Rail Baltica railway station near the airport
is planned to be completed in early 2026.
Comment: Generated Answer’s last word
does not exist in Latvian language.

Language / Rule: Latvian / NM: Related
Model Name: LLaMa2:13b
Q (LV): Kāpēc luga "Skroderdienas Sil-
mačos" tiek bieži iestudēta ap Jān, u laiku?
Q (EN): Why is the play "Skroderdienas Sil-
mačos" often performed around Midsummer?
Correct Answer (LV): Luga "Skroderdienas
Silmačos" ir kl,uvusi par populāru izrādi ap
Jān, u laiku, jo tās sižets risinās tieši šajā laikā.
Daudzas teātra trupas to iestudē, padarot lugu
par neatn, emamu svētku sastāvdal,u.
Correct Answer (EN): The play "Skroder-
dienas Silmačos" has become a popular play
around Midsummer, because its plot takes
place exactly at this time. Many theater
troupes perform it, making the play an inte-
gral part of the holiday.
Generated (LV): Luga "Skroderdienas Sil-
mačos" ir kl,uvusi par populāru izrādi ap Jān, u
laiku, jo tās sižets risinās tieši šajā laikā.
Daudzas teātra trupas to iestudē, padarot lugu
par neatn, emamu svētku sastāvdal,u. Lūk at-
jaunošanas proces bija bieži iestudēts ap Jān, u
laiku, kad ir tīrīgs un nepareizēms.
Generated (EN): The play "Skroderdienas
Silmačos" has become a popular play around
Midsummer, because its plot takes place ex-
actly at this time. Many theater troupes per-
form it, making the play an integral part of
the holiday. Here, the process of renewal was
often performed around Midsummer, when it
is clean and unpolluted.
Comment: Generated Answer provides the
same information as Correct Answer and a bit
more. The extra information doesn’t make it
incorrect that’s why it’s NOT MATCH.

Language / Rule: Latvian / NM: Related
Model Name: llama2:13b
Q (LV): Kādas ir prasības, lai kandidētu uz
Saeimu?
Q (EN): What are the requirements to run for
the Saeima?
Correct Answer (LV): Lai kandidētu
Saeimas vēlēšanās, ir jābūt Latvijas pilsonim
ar pilnām tiesībām, kurš vēlēšanu pirmajā
dienā ir sasniedzis divdesmit viena gada
vecumu.
Correct Answer (EN): To run for the
Saeima, one must be a Latvian citizen
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with full rights who has reached the age of
twenty-one on the first day of the election.
Generated (LV): Lai kandidētu Saeimas
vēlēšanās, ir jābūt Latvijas pilsonim ar
pilnām tiesībām, kurš vēlēšanu pirmajā dienā
ir sasniedzis saprotu divdesmit viena gada
vecumu.
Generated (EN): To run for the Saeima, one
must be a Latvian citizen with full rights who
has reached the age of twenty-one on the first
day of the election.
Comment: The Generated Answer matches
the Correct Answer but it shouldn’t so it’s
NOT MATCH.
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Abstract

Machine translation (MT) for Faroese
faces challenges due to limited expert an-
notators and a lack of robust evaluation
metrics. This study addresses these chal-
lenges by developing an MQM-inspired
expert annotation framework to identify
key error types and a simplified crowd
evaluation scheme to enable broader par-
ticipation. Our findings based on an anal-
ysis of 200 sentences translated by three
models demonstrate that simplified crowd
evaluations align with expert assessments,
paving the way for improved accessibility
and democratization of MT evaluation.

1 Introduction

The Faroese language, with its limited resources
and relatively small speaker community, currently
lacks widely accepted automatic evaluation met-
rics akin to those available for more commonly
spoken languages. At the same time, the scarcity
of expert linguists and professional translators
makes traditional, metric-intensive human evalu-
ations both inviable and costly. A potential avenue
for overcoming these challenges is to harness the
insights and judgments of native speakers through
crowdsourcing. This requires a simple and ac-
cessible framework, allowing everyday language
users to effectively assess the quality of Faroese
machine translation (MT) outputs.

In this study, we conducted a Multidimensional
Quality Metrics (MQM)-inspired analysis to iden-
tify the most frequent error types in English-to-
Faroese Machine Translation (MT) outputs from
three distinct models—GPT-SW3, NLLB, and
Claude 3.5 Sonnet—using a new dataset of 200
sentences. These initial explorations revealed key
error patterns and categories, which guided the de-
velopment of a tailored evaluation approach that

accommodates Faroese linguistic nuances. Build-
ing on these insights, we designed a prototype
crowd annotation framework by simplifying and
adapting the error dimensions, aiming to engage a
broader pool of evaluators.

These insights can inform the future develop-
ment of a simplified, crowd-friendly evaluation
framework. Such a framework could ultimately
facilitate the collection of crowd-sourced evalua-
tion data, fostering the creation of a Faroese MT
benchmark and associated neural metrics. Over
time, these resources could support the curation
of open parallel data, thereby facilitating the train-
ing and enhancing the performance of upcoming
Faroese MT systems.

2 Background / Related work

Faroese has been under-represented in MT re-
search due to limited resources and scarce paral-
lel data. Initiatives like Meta’s NLLB, Google’s
MADLAD 400 (Kudugunta et al., 2023), and
the integration of Faroese into Google Translate
(Bapna et al., 2022) aim to address this. Large lan-
guage models (LLMs) such as GPT-4 and Claude
3.5 Sonnet have improved Faroese translation and
text generation (Debess et al., 2024; Simonsen and
Einarsson, 2024; Scalvini et al., 2025b). Nordic-
focused LLMs like GPT-SW3 outperform broader
models (e.g. GPT-4) in culturally nuanced tasks
(Scalvini and Debess, 2024), though smaller fine-
tuned MT models can surpass LLMs (Scalvini
et al., 2025b). The scarcity of gold-standard par-
allel data remains a challenge, with efforts fo-
cused on data augmentation and synthetic data
creation (Scalvini and Debess, 2024; Simonsen,
2024; Scalvini et al., 2025b). Evaluating Faroese
MT systems is difficult as standard automatic met-
rics overlook linguistic nuances (Scalvini et al.,
2025a), and human evaluation is constrained by
the lack of expert Faroese linguists. While bench-
marks like FLORES-200 have provided some par-
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Terminology Accuracy Linguistic conventions Miscellaneous
Wrong term (term-w)

Inconsistent use of term (term-i)

Foreign word/phrase
from English (term-fe)

from Icelandic (term-fi)

from Mainl. Scand. (term-fs)

Sensible neologism (term-s)

Non-sensible neologism (term-
n)

Mistranslation, major
(acc-x)

Mistranslation, minor
(acc-n)

Overtranslation (acc-v)

Undertranslation (acc-u)

Addition (acc-a)

Omission (acc-o)

Noun morphology (ling-n)

Adjective morphology (ling-a)

Verb morphology (ling-v)

Adverb morphology (ling-d)

Wrong syntax (ling-sy)

Other grammar errors (ling-o)

Punctuation (ling-p)

Spelling (ling-sp)

Style (misc-s)

Localization (misc-l)

Named Entities (misc-ne)

Source error (misc-c)

Table 1: Main Error Categories and Subcategories in the ECS-D.

Evaluation task Scale

Direct Assessment 0-5

"The translation uses wrong words"
(repr. Terminology) tick
"The translation is incomplete"
(repr. Accuracy) tick
"The translation has inflectional errors"
(repr. Linguistic) tick

Table 2: Simplified evaluation scheme for crowd:
ECS-S. Only DA is required, others are optional.

allel data for evaluating MT systems for Faroese,
they often fail to capture Faroese cultural con-
texts, dialectal variations, and sociolinguistic fac-
tors such as the formality gap (Jacobsen, 2021).

3 Method

3.1 Dataset and Models
To test the English-to-Faroese MT quality, we
first compiled a small dataset1 of 200 English
sentences, sourced mainly from the English ver-
sions of a Faroese news outlet and from mu-
nicipal documents. This selection ensures that
we have English-language content that is relevant
in Faroese settings. The dataset was translated
into Faroese with three different models: GPT-
Sw3 (1.3B, Ekgren et al. (2024)), a NLLB (1.3B,
NLLB Team et al. (2022)) and Claude 3.5 Sonnet
(October, 2024, (Anthropic, 2024)). In this work,
we utilize an NLLB model fine-tuned for English-
Faroese translation, introduced in (Scalvini et al.,
2025b)2. We selected these models to represent
the range of options for English-Faroese transla-
tion: a multilingual NMT system, an open source,
language-family specific LLM, and one closed-
source, commercial LLM. Both LLMs were few-

1[https://huggingface.co/datasets/
ibennd/sentences_eng-lang_cont-fao]

2[https://huggingface.co/barbaroo/
nllb_200_1.3B_en_fo]

shot prompted using five high-quality examples,
selected by an expert from the Sprotin Corpus
(Mikkelsen, 2021).

4 Experimental Design

Initially, a small subset of the data was analyzed
to identify typical translation errors, using an er-
ror categorization scheme derived from the Multi-
dimensional Quality Metrics (MQM) (Burchardt,
2013). Insights from this preliminary analysis
guided the development of a more tailored expert
evaluation framework (Table 1). After full ex-
pert evaluation, the results informed a simplified
framework for crowd evaluation. The main steps
of the experimental design were as follows:

1. Initial Evaluation (Subset):

• Evaluate a subset (50 sentences, ran-
domly sampled from the sentences
sourced from news) translated with all
three models, using MQM-inspired cat-
egories.

• Identify frequent, impactful error types.
• Expand on and retain common error cat-

egories while simplifying or removing
those with few or no observed instances.

• Develop a revised, more targeted ex-
pert error scheme: Error Categorization
Scheme Detailed (ECS-D).

2. Full Expert Evaluation (Full Dataset):

• Translate all 200 sentences with three
models.

• Perform expert evaluation (one hu-
man expert) with ECS-D: assign Di-
rect Assessment (DA) scores (0-5)
and categorize errors into main and
subcategories (Terminology, Accuracy,
Linguistic Conventions, Miscellaneous)
(Table 1).
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• Analyze correlations between DA and
error categories to identify which er-
rors affect overall perceived quality and
compare model performance.

3. Simplified Crowd Evaluation (Full Dataset):

• Derive a simplified evaluation scheme
based on ECS-D findings: Error Cate-
gorization Scheme Simple (ECS-S).

• Use DA (0-5) plus three “tickable”
boxes corresponding to the most fre-
quent/impactful errors from ECS-D,
phrased for non-experts (Table 2).

• Have a group of 19 language users eval-
uate the 200 sentences (around 67 from
each model; one set of 10 for each user)
and compare crowd results with expert
evaluation to assess alignment.

Recent works have shown benefits of using the
ESA framework for evaluating MT (Kocmi et al.,
2024; Scalvini et al., 2025b). The ESA is less de-
tailed than the MQM, and could potentially fit both
expert and crowd evaluators. However, ESA does
not give us information on error types. In Faroese
MT, identifying frequent error types helps target
specific issues in training and evaluation.

Model Expert DA Crowd DA Rank
GPT-SW3 2.74 ± 1.15 2.16 ± 1.60 3
NLLB 4.28 ± 0.68 3.56 ± 1.16 2
Claude 4.40 ± 0.64 4.35 ± 0.70 1

Table 3: Mean scores and standard deviation of ex-
pert and crowd DA for the three models and rank-
ing.

Model Expert r Crowd r Weight. Crowd r
GPT-SW3 -0.29 -0.37 -0.56
NLLB -0.75 -0.71 -0.69
Claude 3.5 -0.80 -0.76 -0.75

Table 4: Pearson correlation scores between DA
and number of errors for expert and crowd evalu-
ation. Marked in yellow: r > 0.25. Marked in
green: r > 0.75. All p < 0.05.

5 Results and Discussion

5.1 Expert evaluation analysis
The overall performance of the three systems is
given in Table 3, based on DA. Claude achieved
the highest translation quality, closely followed
by NLLB. GPT-SW3’s score reflects substantial
issues with translation quality and consistency,
which is expected given it is a small-sized LLM.

Expert Correlation Scores
Model Terminology Accuracy Linguistic
GPT-SW3 -0.09 -0.46 -0.050
NLLB -0.63 -0.37 -0.35
Claude 3.5 -0.58 -0.19 -0.48

Crowd Correlation Scores
Model Terminology Accuracy Linguistic
GPT-SW3 0.08 -0.60 -0.18
NLLB -0.49 -0.56 -0.32
Claude 3.5 -0.72 -0.44 -0.29

Correlation between Expert and Crowd
Model Terminology Accuracy Linguistic
All 0.35 0.50 0.45

Table 5: Pearson correlation scores between main
error categories and DA. Marked in yellow: r >
0.25 and p < 0.05.

Figure 1: Heatmap of Pearson correlations be-
tween subcategorized errors and DA for all mod-
els.

Looking at the correlation between DA and
number of errors for each sentence in Table 4,
we see a high correlation for NLLB and Claude,
but a lower correlation for GPT-SW3. This low
correlation may stem from ignoring error sever-
ity. Given GPT-SW3’s poor performance, a few
significant errors could heavily impact translation
quality. To determine which error types have the
greatest impact on perceived translation quality,
we correlated all error types with the DA score
(Figure 1). Most impactful error types appeared
to be model-specific. For GPT-SW3, ’Under-
translation’ (acc-u) showed to significantly im-
pact quality, while ’Omissions’ and ’Major Mis-
translations’ also contributed. For NLLB, ’Wrong
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term’ (term-w) had the strongest negative corre-
lation, followed by ’Major Mistranslations’ and
’Adjective morphology’ errors. In Claude, ’Ad-
jective morphology’ (ling-a) was most impactful,
followed closely by ’Wrong term’. Though less
frequent, ’Foreign words’ still affected perceived
quality. These findings informed the phrasing of
error categorization for crowd users (Table 2), fo-
cusing on wrong words (’Wrong term’, ’Foreign
words’), incomplete translations (’Undertransla-
tion’, ’Omission’, ’Major mistranslation’), and in-
flectional errors (’Adjective morphology’, ’Noun
morphology’). Table 5 shows similar patterns at
the main categories: NLLB and Claude align with
Terminology errors, while GPT-SW3 correlates
moderately with Accuracy, reflecting its highest
subcategory correlations with ’Undertranslation’,
’Omission’, and ’Major mistranslation’.

5.2 Crowd evaluation analysis
The overall scores from the crowd evaluation align
with the expert evaluation, showing a correla-
tion of r=0.78 (p=1.17e-42) between Expert and
Crowd DA. The ranking of models is also pre-
served (Table 3).

In the expert evaluation, the number of errors is
descriptive of the actual error count for each sen-
tence and is in principle unlimited. However, in
the simplified framework, the error count for each
sentence has only four possible values (0-1-2-3),
as each of the three error types is ticked as ei-
ther present or not: 0 if no errors are present, 3
if all error types are present. This simplification
was necessary to allow non-experts to annotate.
Even though the information is less granular with
respect to expert evaluation, we still calculated the
correlation between error type presence and crowd
DA. This was done in order to confirm that the
same error types are perceived as most impactful
by both crowd and expert annotators. The corre-
lation between number of error types and crowd
DA score can be seen in Table 4. Looking at er-
ror categories, the correlation scores between error
categories and DA (Table 5) demonstrate a very
similar pattern for expert and crowd. Although the
magnitude of the correlation can differ, both crowd
and expert annotators tend to agree on the ranking
of most impactful mistakes, with the notable ex-
ception of NLLB’s scores, where crowd perceives
Accuracy as most impactful, as opposed to Ter-
minology in expert annotation. Comparing expert
and crowd by correlation, Table 5 (last row) shows

that experts and the crowd agree most on Accuracy
errors, which are often easily perceived by non-
experts, and least on Terminology, which requires
more in-depth knowledge of specialized language.

5.3 Hybridizing crowd and expert annotation
for augmented evaluation

Looking at Tables 4 and 5, we notice that both ex-
pert and crowd annotation methods provide low
correlation scores for GPT-SW3. This is probably
because these frameworks do not consider error
severity, an impactful parameter when model per-
formance is overall low. In an attempt to provide a
more informative quantifier for overall translation
quality, we defined a weighted sum of the error
categories in ECS-S. Specifically, we used corre-
lations between expert DA and error count for the
main error categories (Table 5) as weights for sum-
ming the number of errors:

NW = CT · T + CA ·A+ CL · L (1)

where CT is the model-specific expert correla-
tion for the category Terminology, T represents
the Terminology error value (1 or 0, present or not
present), CA and A the equivalent values for Ac-
curacy and CL, L those for Linguistic errors. Ide-
ally, the expert correlation scores should inform
us on how much each error category impacts over-
all quality. The rationale behind these weights is
an attempt to augment crowd annotation with ex-
pert knowledge. A hybrid approach combining a
small number of expert annotations and a larger
pool of crowd evaluators could be a viable solution
for resource-constrained settings. By applying this
weighing, we observe an improvement in overall
correlation between crowd error count and crowd
assigned DA score for GPT-SW3 (Table 4), from
−0.37 to −0.56. The models with higher corre-
lations do not seem to benefit from this modifica-
tion. This aligns with the observation that distin-
guishing error gravity is more crucial for weaker
models, as top-performing models predominantly
make minor mistakes.

5.4 Assessing Bias in Subset Reuse

A potential issue in the evaluation process arises
from the fact that the subset for initial evalua-
tion (50 sentences) — analyzed to identify fre-
quent error types for developing the ECS-D —
were also part of the full 200-sentence evalua-
tion dataset. This approach could introduce bias,
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as certain error categories might be overrepre-
sented in the subset, potentially affecting both
expert and crowd evaluations. To examine this,
we conducted a post-hoc analysis of correlation
scores across all subcategories, comparing the
subset and the remaining 150 sentences separately.
We focused on GPT-SW3, the most error-prone
model, providing the most informative insights de-
spite the limitations of analyzing only one model.
The results indicate that overall correlation pat-
terns remain consistent between the subset and the
other sentences. While some subcategories exhibit
stronger correlations within the subset, others dis-
play higher correlations in the remaining dataset.
Many subcategories maintain similar correlation
values across both sets, suggesting that the process
of using the subset for identifying error types and
subsequently incorporating it into the full evalua-
tion does not significantly distort the results.

6 Conclusion and Future Work

This study underscores the importance of er-
ror analysis in identifying language- and model-
specific challenges in low-resource MT evalua-
tion. Our expert framework, ECS-D, effectively
identified frequent and impactful error types,
while the simplified crowd evaluation framework,
ECS-S, demonstrated overall alignment with ex-
pert assessments. This alignment paves the way
for expanding the annotator pool, collecting evalu-
ation data for low-resource languages. This study
represents preliminary work toward a full crowd
evaluation framework, suitable for the creation
of a Faroese-specific neural metric, and for the
promotion of targeted data collection efforts to
address common translation mistakes efficiently.
Furthermore, the adaptability of this framework
makes it a promising approach for other under-
resourced languages, allowing for systematic error
identification and tailored evaluation strategies.

7 Limitations

Established evaluation frameworks, such as MQM
and ESA, typically account for error severity,
which is then used to weight errors into a cumu-
lative score. In our study, we conducted a first-
order error analysis aimed at identifying the types
of errors that most significantly impact perceived
translation quality among Faroese speakers.

At this stage, we chose not to incorporate error
severity, a decision that proved to be a limiting fac-

tor for the lowest-performing model, GPT-SW3.
In this model, a few major errors could substan-
tially affect the overall quality. In the final eval-
uation framework, we will include error severity,
designed in a way that allows non-expert language
users to annotate it effectively.

Despite this limitation, we believe that our
first-order analysis provides valuable insights into
which error types have the highest impact from a
native speaker’s perspective.

For example, a high-performing model like
Claude primarily produces high-level linguistic
mistakes (e.g., inflectional errors) that do not sig-
nificantly hinder the effective comprehension of
the translation. In contrast, a less effective model
tends to generate highly impactful errors in trans-
lation accuracy, such as mistranslations and un-
dertranslations. These categories may require dif-
ferent weights, in addition to considering whether
each error is classified as major or minor within its
respective category.

Another limitation of this study is the involve-
ment of only one language expert and the evalu-
ation of each sentence by only one crowd anno-
tator, which may undermine the statistical power
of the analysis. Although the preliminary results
show encouraging agreement between the expert
and crowd annotations, it would be ideal to include
multiple expert annotators in the development of
the final evaluation framework. This shortcoming
could be mitigated by calculating z-scores from
the DA. However, the impact of that avenue may
be limited, as we are primarily examining correla-
tion, which is insensitive to average values.
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Abstract

Various social networks have been allow-
ing media uploads for over a decade now.
Still, it has not always been clear what is
their relation with the posted text or even if
there is any at all. In this work, we explore
how multilingual vision-language models
tackle the task of image-text relation predic-
tion in different languages, and construct
a dedicated balanced benchmark data set
from Twitter posts in Latvian along with
their manual translations into English. We
compare our results to previous work and
show that the more recently released vision-
language model checkpoints are becoming
increasingly capable at this task, but there
is still much room for further improvement.

1 Introduction

Twitter (now X1) remains a crucial platform in
modern society due to its role in shaping public
discourse, enabling real-time communication, and
fostering global conversations. As a microblog-
ging site, it allows individuals, organizations, and
governments to share thoughts, news, and opin-
ions instantaneously. Even though potential alter-
natives have recently risen in popularity, they still
exhibit distinct drawbacks to the general public,
like Threads refusing to promote real-time content
and news events, or Mastodon being too granulated
and slow overall due to being dependent on the
performance of individual servers.

The integration of images with tweets in 2011
enhanced the platform’s impact by offering a vi-
sual dimension to help amplify the reach of the
messages. Images can serve as powerful tools to
evoke emotional responses, clarify complex issues,

1From Twitter to X: Elon Musk Begins Erasing an Iconic
Internet Brand - https://www.nytimes.com/2023/07/24/
technology/twitter-x-elon-musk.html

and influence perceptions, but that is not always the
case. Images can also be added just as an attention-
grabbing strategy or clickbait, or even expressing
humor as a meme. A tweet accompanied by a strik-
ing or controversial image can dramatically shift
how readers interpret the message, adding layers of
meaning or even altering the context. In this way,
the synergy between text and visuals on the social
network not only grabs attention but also guides
the overall narrative.

In this work, we build upon previous research
by Vempala and Preoţiuc-Pietro (2019) and Rikters
et al. (2024) who introduced a four-class strategy
for classifying image-text relations from Twitter
data. We evaluate vision-language models on the
Text-Image Relationship in Tweets2 (TIRT) data
set and the Latvian Twitter Eater Corpus3 (LTEC).

Concretely, we consider the setting proposed
by the latter authors who performed initial exper-
iments with the LLaVA (Liu et al., 2023), which
we significantly extend in terms of model selection,
robustness and evaluation scheme. One particular
issue we tackle is the class imbalance of the data,
further dividing their test set into a class-balanced
evaluation set to lessen the overarching dominance
of specific classes. We also employ a professional
translator to manually translate the evaluation set
from Latvian into English to minimize the potential
errors that could be introduced by using automatic
translations for the vision-language model (VLM)
experiments. We experiment with five different
open-source VLM checkpoints that are capable of
running on consumer hardware.

Our results show that 1) larger newer models like
LLaVA-NeXT 13B and Llama 3.2 11B are capa-
ble of outperforming the baseline and even smaller
models like Phi 3.5 4B are reasonably competitive;

2https://github.com/danielpreotiuc/
text-image-relationship/

3https://github.com/Usprogis/
Latvian-Twitter-Eater-Corpus/
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2) some models are not very sensitive to the in-
put language (LLaVA-NeXT 7B, Llama 3.2 11B,
Qwen2-VL 7B) while others perform far better
when the input is in English (LLaVA-NeXT 13B,
Phi 3.5 4B); 3) the results from different VLMs
can be sensitive to the domain or the particular
evaluation set used, since Llama 3.2 11B was over-
whelmingly the highest performer on the LTEC
data, but lowest on the TIRT data, while Qwen2-
VL 7B scored lowest on LTEC, but was competitive
on TIRT.

2 Related Work

Vempala and Preoţiuc-Pietro (2019) introduced the
categorization schema for the relations between
Tweet text and attached images that we are using
in our experiments. They distinguish four different
categories: 1) the image adds to the text meaning
and the text is represented in the image (further
in the paper we will denote this using the emoji
combination ); 2) the image adds to
the text meaning and the text is not represented in
the image ( ); 3) the image does not
add to the text meaning and the text is represented
in the image ( ); and 4) the image
does not add to the text meaning and the text is
not represented in the image ( ). They
also release the corpus of 4472 tweet-image pairs
and their manually annotated relation categories (of
which 2942 are still available at the time of writing
this paper) and analyze the user demographic traits
linked to each of the four image tweeting categories
in depth. For simplification, these categories can
be broken down into two yes/no questions, which
makes it easier for prompting VLMs, however, the
authors did not perform any such experiments.

Rikters et al. (2024) apply the image-tweet cat-
egorization schema introduced by Vempala and
Preoţiuc-Pietro (2019) on the Latvian Twitter Eater
Corpus (LTEC) by annotating 812 tweets written
in Latvian about topics related to food and eating.
They use this dataset to test the zero-shot classifi-
cation abilities of the LLaVA model, concretely of
their versions 1.3 and 1.5 in sizes of 7B and 13B
parameters. These models are tested both in the
original dataset of Latvian tweets, and in a version
which is automatically translated English. They
report that the best results using LLaVA 1.5 with
7B parameters, reaching a 20.69% prediction accu-
racy when evaluated on the original Latvian texts,
and increasing up to 27.83% when evaluated on the

automatic English translations. We consider this to
be our direct baseline.

Winata et al. (2024) release a massively multi-
lingual data set of food-related text-image pairs
for visual question answering by identifying dish
names and their origins in 30 languages. They eval-
uate these tasks using various VLMs in multiple
sizes and release open-source code for experiment
reproduction. Their results show that closed pro-
prietary online API systems show overall superior
performance, however, open-source models in the
70B-90B parameter range can still be quite com-
petitive.

3 Proposed Approach

In this work, we commit to a more detailed evalu-
ation of the image-text relation classification task
for the available Twitter data. We aim to compare
the performance of several recent VLMs that can
be run on a reasonable desktop setup using a single
NVIDIA RTX 3090 GPU with 24GB of VRAM.
In our evaluation, we consider the following model
versions and sizes – Llama 3.2 Vision (Dubey et al.,
2024) 11B, LLaVa-NeXT Vicuna (Li et al., 2024)
7B and 13B, Qwen2-VL (Bai et al., 2023) 7B,
Phi 3.5 Vision (Abdin et al., 2024) 4B. We load
all models from Hugging Face using the follow-
ing identifiers - "microsoft/Phi-3.5-vision-instruct",
"llava-hf/llava-v1.6-vicuna-7b-hf", "llava-hf/llava-
v1.6-vicuna-13b-hf", "meta-llama/Llama-3.2-11B-
Vision-Instruct", "Qwen/Qwen2-VL-7B-Instruct."

Our evaluation is based on the LTEC image-text
relation test set in Latvian and manually translated
English. The test set is reduced in size in favor
of a more balanced class distribution, enabling a
fair evaluation. In addition to the overall class,
we also present a separate evaluation of the two
individual questions prompted to the models - Q1)
is the image adding to the text meaning; and Q2) is
the text represented to the image.

To further improve classification results, the two
obvious directions to explore would be in-context
learning (Zong et al., 2024) by providing several
examples of the image-text relation task at each in-
ference step, or fine-tuning the model checkpoints
on the image-text relation task. Both are currently
out of scope in our case, as they require signifi-
cantly more computation resources and a dedicated
training data set. In addition, not all of our selected
models are capable of processing several input im-
ages, which is a requirement for in-context learning
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Class Tweets Percentage Before
113 32.29% 48.28%

72 20.57% 8.87%
113 32.29% 36.45%

52 14.86% 6.40%

Table 1: Evaluation set class distribution. rep-
resents the image adding to the text meaning, –
the text being represented in the image, and and

– true or false respectively.

to function.

4 Data Preparation

We noticed several flaws in the previous work
which evaluated the image-text relations using
VLMs. Firstly, the data set composition was
skewed strongly towards two out of four classes,
as shown in Table 1 - the image adding to the text
meaning and text being represented in the image
class with 48.28% of the data and a further 36.45%
for the image not adding to the text meaning and
text being represented in the image class, which
together make up 84.73% of the evaluation data.
Furthermore, they did not report separate results on
each of the individual components that define the
task (Q1 and Q2), although these were obtained by
separately prompting the VLMs. Finally, the eval-
uation which achieved the highest accuracy result
was performed on automatically translated texts,
which could be erroneous and therefore making
way for the potential of creating further unneces-
sary errors in the classification task.

4.1 Evaluation Set Balancing

We extracted a part of the 812 tweet set into a sep-
arate evaluation set of 350 tweets to have a more
even distribution among the four classes. The main
objective was to reduce the dominance of the first
and third classes. A comparison of the new dis-
tribution with the full original data set is shown
in Table 1. The selection includes all available
data for the two classes with the fewest examples
( and ) and a random selection
of 113 tweets for the other two classes (
and ).

4.2 Manual Translation

The highest text-image relation classification accu-
racy scores reported by Rikters et al. (2024) were
achieved by automatically translating the Latvian

System BLEU ChrF COMET
Tilde MT 52.63 67.94 78.50
Google Translate 63.49 75.56 83.99
DeepL Translate 59.19 72.20 83.31
Opus MT 54.50 68.77 78.78

Table 2: Machine translation results.

texts into English using an MT system that reaches
scores of 48.28 BLEU and 68.21 ChrF on a sep-
arate evaluation set. While MT systems of such
quality are generally usable, they are still far from
perfect. To minimize the potential of error propaga-
tion, we employed a human translator to perform a
full manual translation of the image-tweet relation
texts from Latvian into English. We also evaluated
three online systems4 and one open-source model5

on the manually translated texts. Results in Table
2 show that for this set, Google Translate outper-
forms all others in terms of BLEU (Papineni et al.,
2002), ChrF (Popović, 2015) and COMET (Rei
et al., 2020), while Tilde MT, which was used in
the evaluation of Rikters et al. (2024), scores the
lowest. In the subsequent evaluations of this paper,
we only use our manual translations of the Latvian
tweets when referring to the English translations.

4.3 Instruction Formatting

It is well known that many modern large language
models and therefore also VLMs can often be very
sensitive to the provided prompt for a specific task
and produce vastly variable results. In our ex-
periments, we mainly kept using the prompt sug-
gested by Rikters et al. (2024) for all models except
Llama 3.2, which required a very specific prompt-
ing approach to achieve consistent results. For
that model we added the following text to the end
of the prompt: Format the answer in the pattern
of ‘**Answer:** YES/NO; **EXPLANATION:**
Motivation for the choosing the answer’".

We also ran experiments with providing the in-
struction prompt in Latvian, however, for all mod-
els in large portions of the examples the generated
answers were gibberish word salad, repetitions,
empty strings or otherwise unquantifiable outputs
as opposed to the expected “YES/NO" answers.
Therefore, we only report results using the instruc-
tion prompt in English and variations of tweet text

4Tilde MT, Google Translate, DeepL Translate - all ac-
cessed in November 2024

5Opus MT tc-big-lv-en: https://huggingface.co/
Helsinki-NLP/opus-mt-tc-big-lv-en
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Prompt Data Model Class Question 1 Question 2
LLaVA-NeXT 7B 23.40 ± 8.03 51.57 ± 3.57 41.37 ± 21.49
LLaVA-NeXT 13B 19.43 ± 4.57 51.11 ± 6.03 34.60 ± 3.11

EN LV Phi 3.5 4B 18.14 ± 3.00 48.49 ± 1.63 38.71 ± 3.57
Qwen2-VL 7B 15.71 ± 0.00 47.71 ± 0.00 35.43 ± 0.00
Llama 3.2 11B 33.07 ± 0.36 52.29 ± 0.29 69.21 ± 0.21

EN EN Baseline Rikters et al. (2024) 25.71 ± 4.00 52.77 ± 3.51 45.31 ± 4.11
LLaVA-NeXT 7B 24.46 ± 7.83 52.17 ± 1.31 43.86 ± 18.71
LLaVA-NeXT 13B 28.91 ± 6.34 53.20 ± 4.06 51.40 ± 10.89

EN EN Phi 3.5 4B 25.14 ± 5.71 48.31 ± 2.83 49.14 ± 7.43
Qwen2-VL 7B 15.71 ± 0.00 47.43 ± 0.00 37.14 ± 0.00
Llama 3.2 11B 33.83 ± 0.17 52.11 ± 0.17 66.77 ± 0.20

Table 3: Average classification accuracy results from zero-shot experiments using 10 different random
seeds on the balanced subset of 350 selected Tweets from LTEC. Our baseline is the highest scoring run
from Rikters et al. (2024) using the LLaVA 1.5 model with 7B parameters. The highest results are marked
in a bold font and the second highest are underlined.

Model Class Q1 Q2
LLaVA-NeXT 7B 31.11 48.22 66.67
LLaVA-NeXT 13B 39.11 57.78 65.11
Qwen2-VL 33.11 55.56 59.11
Phi 3.5 36.44 63.78 57.56
Llama 3.2 22.22 44.44 46.00

Table 4: Evaluation results using a 450 tweet sam-
ple set from the TIRT data. The highest results are
marked in a bold font and the second highest are
underlined.

language between Latvian and English.

5 Results

Our main results are summarized in Table 3. We
compare five different models which represent 3
main size categories of 4B, 7B and 11B-13B pa-
rameters. Each evaluation is run 10 times with
different seeds (the same 10 seeds for each model)
with the prompt written in English and the actual
tweet text provided in either Latvian or English.
We compare classification accuracy on the overall
class, as well as each of the two individual ques-
tions of the image adding to the meaning and text
being represented in the image.

The result table shows a large variation in both
the overall class accuracy, and in the individual
questions. Llama 3.2 is clearly the highest per-
former regardless of the language of the input text,
followed by the LLaVA-NeXT models and Phi 3.5,
of which all seem to prefer the English translation
rather than the original Latvian text. Qwen2-VL

scores the lowest, regardless of the input language,
and also exhibits no variation with the different
random seeds. Meanwhile, Llama 3.2 shows only
a very small sensitivity to random seed changes,
but Phi 3.5 and especially LLaVA-NeXT models
tend to vary a lot. Both Llama 3.2 11B and LLaVA-
NeXT 13B outperform the baseline results, how-
ever only the result from Llama 3.2 11B is statisti-
cally significant.

For comparison, we also sampled a random sub-
set of 450 tweets from the larger TIRT data set
for evaluation. This data set seems to be naturally
much better distributed, having a class distribution
of 19.33% : 24.89% : 23.33% : 32.45%. Classifica-
tion accuracy results in Table 4 show overall higher
scores than the domain-specific Latvian food tweet
LTEC data set. However, the results are still rel-
atively low and have the potential to be further
improved. Interestingly, Llama 3.2 11B was the
worst overall performer on this set and Qwen2-VL
7B, which was the worst on LTEC, fared much
better on TIRT.

The results from both tables demonstrate the
overall robustness of the LLaVA-NeXT 13B and
Phi 3.5 4B models, as long as the input text is
provided in English.

6 Conclusion

In this paper, we introduced an extended evalua-
tion of the image-text relation task for social media
posts from Twitter. We prepared a balanced version
of a previously available image-text relation data
set, as well as a manual English translation of its
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original texts in the Latvian language. We experi-
mented with various open-source vision-language
models and demonstrated how results vary depend-
ing on multiple conditions. Our findings show that
LLaVA-NeXT 13B and Phi 3.5 4B models can han-
dle this task on both evaluation sets very well as
long as the input text is provided in English. Mean-
while Llama 3.2 11B and Qwen2-VL 7B are more
robust towards input language, but very sensitive
to the input data domain.

We plan to release our balanced evaluation data
set along with evaluation code for easy reproduc-
tion of our results or similar experiments. In fu-
ture work we plan to perform experiments using
in-context learning and model fine-tuning on the
image-text relation task.

Limitations

In this work, we only considered using data and
models that are publicly available for research pur-
poses to enable reproducibility. Also, since running
70+ billion parameter sized large models is compu-
tationally very costly, we opt for choosing models
with fewer parameters in our experiments.

Ethical Considerations

Our work is fully in accordance with the ACL Code
of Ethics6. We use only publicly available datasets
and relatively low compute amounts while conduct-
ing our experiments to enable reproducibility. We
do not conduct studies on other humans or animals
in this research.
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Abstract

Interpreting idiomatic expressions is a challeng-
ing task for learners and LLMs alike, as their
meanings cannot be deduced directly from their
individual components and often reflect nu-
ances that are specific to the language in ques-
tion. This makes idiom interpretation an ideal
task for assessing the linguistic proficiency of
large language models (LLMs). In order to test
how LLMs handle this task, we introduce a new
dataset comprising 1000 Danish idiomatic ex-
pressions sourced from the Danish Dictionary
DDO (ordnet.dk/ddo). The dataset has been
made publicly available at sprogteknologi.dk.
For each expression, the dataset includes a cor-
rect dictionary definition, a literal false defini-
tion, a figurative false definition, and a random
false definition. In the paper, we also present
three experiments that demonstrate diverse ap-
plications of the dataset and aim to evaluate
how well LLMs are able to identify the correct
meanings of idiomatic expressions.

1 Introduction

Sagen er bøf does not make much sense in En-
glish when translated literally, i.e. the matter is
steak, which obviously doesn’t convey the Danish
meaning, i.e. the matter is settled. When it comes
to LLMs, the matter of language proficiency and
cultural sensitivity is not yet settled.

In the ideal world, one should be able to get accu-
rate and fluent responses from LLM-based chatbots,
such as ChatGPT, even outside of the realm of ma-
jor languages. In other words, models should be
proficient on multiple levels from morphology and
syntax to semantics and cultural idiosyncrasies irre-
gardless of the languages involved. However, large
tech companies train LLMs on internet data dom-
inated by texts in English and a few other widely
spoken languages, resulting in better performance
for these languages.

For example, studies have shown that ChatGPT
performs better when prompted in English (Zhang

et al., 2023; Bareiß et al., 2024) even when the lan-
guage task is related to another language. Another
study suggests that Llama-type models may be in-
ternally biased towards English (Wendler et al.,
2024). Furthermore, a recent study shows that
ChatGPT and Llama struggle to accurately explain
Danish culture-specific metaphors (Pedersen et al.,
2025). Many of the Danish results seem to be gen-
erated on the basis of language transfer, and con-
sequently, they often show a bias towards English
and are far better at understanding those metaphors
that have English equivalents.

A particularly difficult part of language under-
standing is idiomatic expressions like sagen er bøf
where the analysis cannot be based directly on the
identification and understanding of each word and
where the figurative meaning is culturally specific.
The precise knowledge of the meanings of such
expressions in Danish reflects a high level of lan-
guage proficiency among language learners, and
we estimate that this is also the case for LLMs.

To facilitate the evaluation of Danish proficiency
in LLMs, we have compiled a dataset based on
idiomatic expressions in The Danish Dictionary,
DDO (Det Danske Sprog- og Litteraturselskab,
2024). The dataset consists of 1000 expressions
paired with their actual definitions from the DDO
dictionary. Additionally, we have supplemented
the data with three false definitions per expression:
a literal misinterpretation, a figurative misinterpre-
tation, and a random definition from another id-
iomatic expression. The aim is to use the combina-
tion of correct and false definitions to test LLMs
in different scenarios and with different perspec-
tives. In this paper, we present the compilation of
the dataset as well as three examples of how the
dataset can be used to test an LLM.

In the following section, we present related work.
In Section 3, we describe the lexical foundation of
the dataset, namely the multiword units in the DDO
dictionary, and how the 1000 idiomatic expressions
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are selected. We also describe the process of com-
piling the false definitions. Finally, we demonstrate
three test scenarios and discuss the different ways
of using the dataset for evaluation in Section 4.

2 Related work

Our work builds on a continuous effort to make
evaluation data in the Nordic languages available.
Some notable examples are multilingual bench-
marks like ScandEval (Nielsen, 2023) and the
Scandinavian Embedding Benchmark (Enevoldsen
et al., 2024). Additionally, language understand-
ing is covered by monolingual benchmarks such
as Swedish Superlim (Berdicevskis et al., 2023)
and the Danish Semantic Reasoning Benchmark
(Pedersen et al., 2024).

Within the area of idiomatic expressions, re-
search has focused predominantly on idiom de-
tection rather than comprehension (Tedeschi et al.,
2022). However, there are examples of idiom and
metaphor datasets in the context of language under-
standing. For example, ChID (Zheng et al., 2019)
is a Chinese idiom dataset based on a so-called
cloze task, where models are tasked with select-
ing the correct idiom to complete a given context.
Chakrabarty et al. (2022) likewise created a cloze
task inspired dataset, although the task was to se-
lect the best continuation to a narrative containing
an idiom and thereby test whether the idiom was in-
terpreted correctly. In MiQA (Coms, a et al., 2022),
they framed the task as selecting the best answer
(literal or figurative) to a question which contains
a metaphor. Our work builds upon these prior ef-
forts by contributing a new Danish dataset that
focuses on idioms and figurative meaning and in-
cludes human-written false alternatives. The aim is
to facilitate a deeper analysis of figurative language
understanding in LLMs and in particular for the
Danish language. Our work is closely related to the
work by Pedersen et al. (2024) that also explores
figurative meaning in Danish. However, our focus
is on creating evaluation data rather than explor-
ing the relationship between culture-specific and
cross-cultural metaphors.

3 The 1000 Danish idiomatic Expressions

The dataset is structured as a multiple-choice eval-
uation dataset where the task is to select the correct
definition for an idiomatic expression from four
options as shown in figure 1.

3.1 Background

The dataset is funded by the Danish Agency for
Digital Government as part of the national language
technology initiative sprogteknologi.dk, which sup-
ports the development of Danish AI and serves as
a knowledge hub for Danish language technology
resources. The project was launched when a sim-
ilar dataset for Danish was made unavailable due
to licensing issues. We decided to use idioms and
their definitions from the DDO dictionary, and at
the same time expand the dataset with three kinds
of incorrect interpretations in order to make the
task more challenging. The different types of false
definitions, one of which is concrete, another figu-
rative (but wrong), and a third randomly selected,
facilitate a more detailed analysis since incorrect
answers can be sorted according to the type of false
answer.

For example, if a model frequently selects the
literal misinterpretation, it suggests that the model
does not recognize the expression as an idiom and
consequently finds the literal meaning most plau-
sible. This indicates a lack of abstraction and po-
tentially a broader difficulty in handling Danish
text. Likewise, if the model often selects the figu-
rative misinterpretation, it shows that even though
the model identifies the phrase as an idiom, it fails
to understand its specific meaning. Finally, if the
model chooses a random definition from an un-
related idiom, this points to more general issues
with task comprehension or proficiency in Danish.
This systematic approach provides valuable insight
into specific areas where language models can be
improved.

3.2 Idiomatic expressions in the Danish
Dictionary DDO

Dictionaries generally treat multiword units whose
sense is not directly deductible from the senses of
the individual words as separate entries (e.g. en-
tities with definitions). In the Danish dictionary
DDO, such units constitute more than 13,000 (1/8
of all entries). Many are particle verbs (e.g.spise
op ‘eat everything which is served’) or multiword
terms (e.g. grøn frø ‘green frog, Rana esculenta’).
In order to create a dataset with idiomatic expres-
sions, we are only interested in multiword units
with a metaphorical sense, and especially in those
which we consider to be “a concise sentence, typ-
ically metaphorical or alliterative in form, stat-
ing a general truth or piece of advice; an dage or
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Figure 1: Examples of the correct definition and the three false definitions (literal, figurative, random) from the
dataset.

maxim” (the Oxford English Dictionary OED.com:
‘Proverb’).

Dictionaries present information about such sen-
tences and their metaphorical use in a variety of
ways. In the Oxford English Dictionary (oed.com),
the information might only be included in the def-
inition text itself (e.g. bread of idleness ‘bread
or food that has not been earned or worked for;
also figurative and in figurative contexts’). In
the Swedish dictionary Svensk Ordbok (SO) we
find cases where it is only hinted at in the defi-
nition and/or the example (ta brödet ur munnen
på någon:‘beröva någon levebrödet’, “struktur-
omvandlingen tog brödet ur munnen på många
anställda” (‘take the bread out of someone’s
mouth’,’deprive someone of their livelihood’,‘the
structural reform took the bread out of the mouths
of many employees’)).

The editorial guidelines of the DDO dictionary
state that metaphorical senses should be labeled
as such. This also includes senses of fixed expres-
sions (see examples A and B), where those that
fulfill the criteria mentioned above (OED.com) are
furthermore labeled as a specific metaphorical type,
talemåde (‘idiom’), see example C.

A. tage brødet ud af munden på nogen (overført)
‘forhindre nogen i at arbejde og tjene penge;
gøre nogen arbejdsløs’.

‘take the bread out of someone’s mouth (fig-
urative) prevent someone from working and
earning money; make someone unemployed’.

B. ville give sin højre arm for noget(overført)
være parat til at bringe et meget stort offer for
at opnå noget; brændende ønske sig noget

‘would give his right arm for something (figu-

rative) be prepared to make a very great sac-
rifice to achieve something; ardently desire
something’

C. brændt barn skyr ilden (talemåde)
hvis man én gang er kommet galt af sted med
noget, undgår man at indlade sig på det igen

‘burnt child avoids the fire (‘idiom’) if you
have gone wrong with something once, you
avoid getting involved in it again’

However, the information is not always included
in the DDO entry, and the distinction between
metaphorical sense (ofø ) and idiomatic sense
(talemåde ) is not always easy to draw. 225 multi-
word units are labeled talemåde (’idiom’), but we
find many metaphorical expressions and proverbial
phrases of interest for our purpose in the dictionary.
Some examples are sætte tæring efter næring (‘only
consume what you can afford’), her hjælper ingen
kære mor (‘not only your dear old mother will be
able to help you now’), blive ved til man styrter
(‘keep going until you drop’), and hver ting til sin
tid (‘one thing at a time’). In order to obtain 1000
idioms, we therefore supplement the set of labeled
ones in the DDO with a selection of multiword ex-
pressions that can be classified as metaphorical or
proverbial.

3.3 Data Selection
To avoid having to check 13,000 multiword expres-
sions, we selected only those that fulfilled a number
of criteria. One criteria was whether they contain a
central lemma, e.g. the nouns brød (‘bread’), mund
(‘mouth’), ild (‘fire’) in the above examples. We
define a central DDO lemma as one with at least
one sense linked to the core concepts of Prince-
ton WordNet via the Danish WordNet DanNet, see
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COR.SEM (ordregister.dk; corsem.dsl.dk, based
on and linked to the DDO). From COR.SEM we
also know that central lemmas tend to occur more
frequently in multiword units than the rest of the
DDO vocabulary. The central five noun lemmas
dag, tid, hoved, hånd, and ord have the largest num-
ber of multiword units (containing a noun) in the
DDO, all more than 50, hånd by far the largest (97).
Multiword expressions of central lemmas having
many multiword units, i.e. at least three, therefore
constitute the fundamental data. The data was ex-
tracted from the DDO xml manuscript, from where
we also extracted all the 225 labeled idioms. Fi-
nally, We supplemented the list with introspectively
chosen idioms which were in all cases described
in the DDO. A useful way of finding these was to
sort the multiword units by length. In the end, we
collected around 2747 unique multiword units from
DDO as well as their definitions in the dictionary.
From this list, we manually selected 1000 idiomatic
expressions based on whether it was possible to in-
vent a somehow logical literal explanation and a
figurative false description.

3.4 The false definitions

As explained in the above, we supplemented each
idiomatic expression with three false definitions,
one randomly chosen among other idioms, two
which were invented. The task was carried out
by four experienced DDO editors. The lexicogra-
phers were instructed to write a literal explanation
(i.e., what would be the meaning of the sum of the
words in the expression) as well as an alternative
metaphorical one which did not correspond to how
the expression is commonly used in Danish, but
which should in some way be plausible.

Writing the false metaphorical definitions proved
more challenging than expected. The ideal defini-
tion would pick up on a word or phrase in the id-
iomatic expression and metaphorically expand on
that to create a new definition. An example is gå op
i sømmene (lit. ‘come apart at the seams’,’to have a
mental breakdown, to go bananas’). The translated
false definition ended up being: ’to obsess unnec-
essarily over (insignificant) details’ and plays on
the different meanings of two phrasal verbs gå op
‘loosen, open’ and gå op i ‘take an interest in’. The
idea was to mimic how someone without detailed
knowledge of Danish language and culture might
plausibly misinterpret the idiom when encounter-
ing it for the first time. However, it was sometimes

difficult to imagine a detailed, creative explanation
of something that is essentially false.

In the process, some expressions were discarded
from the final dataset if the task of coming up with
alternative definitions proved too difficult. For in-
stance, the lexicographer might have to give up
writing a literal explanation that made logical sense.
Some examples are the expressions tale frit fra lev-
eren (lit. ’speak freely from the liver’) and bide hov-
edet af al skam (lit. ‘bite the head off all shame’);
consequently these expressions were left out.

The form of the false definitions also had to re-
semble the style and follow the DDO guidelines of
definition writing in order to make the test more
challenging for the language model. Several rounds
of revising and proofreading the 2000 invented def-
initions were necessary in order to capture the style
of vocabulary and syntactic structure associated
with the DDO. Furthermore, the average length of
the false definitions turned out to be shorter than
the length of the correct definition in the DDO dic-
tionary. Many of these had to be expanded and
sometimes even completely rewritten.

The random false definition were collected by
shuffling all the correct definitions in the dataset
and reassigning them. Since idiomatic expressions
can be synonymous or near-synonymous, we run
the risk of randomly assigning a definition which
may correspond with the correct definition. Thus,
part of the proofreading task was to check for po-
tential overlaps. In such cases, we inserted another
random definition.

4 Experiments

We set up three experiments using ChatGPT 4o-
mini to illustrate how the evaluation dataset can be
used. Our purpose was not to exhaustively evaluate
the most common models used in Danish, but rather
to show how flexibly the dataset can be used in
different setups. We regard these experiments as
pilot studies to inspire future work.

4.1 Multiple-choice benchmark

The first experiment illustrates the main purpose of
the dataset: to create a multiple-choice benchmark
dataset that can be evaluated automatically. In our
case, we set it up as a multiple-choice task which
aims to select the correct dictionary definition of
an idiom from the four options described above
(the correct definition, the literal false definition,
the figurative false definition, and a random and
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Figure 2: Results for evaluating ChatGPT-4o-mini on the dataset. We used two prompts: with lexicographic
terminology (top) and without (bottom).

therefore also false definition).
The hypothesis is that the difficulty of the task

will depend on the terminology used in the prompt,
and that using terms like ’metaphorical’, ’figu-
rative’, and ’idiom’ would narrow the scope of
choices (i.e., disqualify the literal option) thereby
removing a step in the language understanding pro-
cess. Therefore, we evaluate with two different
prompts. First, we avoid the use of typical dictio-
nary terms like ’fixed expression’, ’definition’ and
’idiom’ and simply ask which of the four options
offers the best explanation for a string of words. In
the second prompt we use terms and instead ask
which of the four options offers the best ’definition’
of a ’fixed expression’. We still avoid terms like
’metaphorical’ and ’idiom’ to be able to evaluate
whether the model is able to grasp the metaphorical
meaning by itself.

Figure 2 shows the results for the two prompts,
the one that includes lexicographic terms on top
and the one that does not below. The best accu-
racy is achieved by using the prompt that includes
lexicographic terms (75,7%), and we find a differ-
ence of approximately 10% between the two types
of prompts. The difference can mainly be seen
in the number of literal false definitions that are
chosen while there is only a small difference in the
cases of the other two types of false definitions, the
figurative and the random one.

Interestingly, although the respective numbers
of figurative and random false definitions selected
by the model seem similar under the two condi-
tions, the actual overlap is 60% for the figura-
tive category and 35% for the random category.
Additionally, in 52% of the cases where the non-

lexicographic prompt selects the random definition,
the lexicographic prompt chooses the correct def-
inition. A similar pattern is also found for the
figurative category, where 31% of the figurative
non-lexicographic selections are chosen as correct
definition by the lexicographic prompt. The influ-
ence of the wording of the prompt went further
than the frequency of the literal category. In future
work, it would be interesting to experiment with
even more prompts to map out the level of influ-
ence that the prompt can have on the dataset and
what the most optimal prompt could be.

Similarly, we should also test the dataset with se-
tups other than zero-shot and with more models. In
particular, it would be interesting to evaluate mod-
els aimed at the Danish or Nordic languages. They
probably contain more knowledge about Danish
culture, and it would be interesting to see whether
this has an influence on the performance. Finally,
we have to take into consideration that since the
correct definitions are already published online at
ordnet.dk/DDO there is a risk that they are included
in the training data of the LLM’s.

4.2 Generative task

Since the rise in popularity of generative models,
the lexicographic community has been concerned
about the future of dictionaries. If chatbots are
able to satisfy the needs of the average dictionary
user, it might make dictionaries obsolete and re-
dundant. What if, for example, a chatbot is able
to generate a useful explanation without influence
from another language or hallucinations when a
user encounters an unknown idiom? We investi-
gate this question in experiment 2 by evaluating
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the quality of ChatGPT 4o-mini’s output promted
by the question: "What does the Danish expres-
sion [IDIOM] mean?". The experiment gives us
the opportunity to investigate whether the model
recognises the idiom and whether it can effectively
convey the information to the user. We chose a
subset of 100 idioms from the dataset for the ex-
periment selected among those that the model got
incorrect at least once in experiment 1. For each of
the false definition types, we randomly selected 25
idioms. We expect that these idioms are challeng-
ing for the model to explain. We also randomly
select 25 idioms that the model correctly classified
in the previous experiment. We consider these easy
idioms.

We validate the output of the model on a scale
from 1-5. The scale is inspired by the evaluation
method in Pedersen et al. (2025), however, we
added the top category “very correct” to be able to
distinguish cases of good explanations where the
spelling and formulation are 100% correct from
good explanations where it is not.

At the bottom of the scale, we have the grade of
1 which is given to very incorrect explanations with
no relevant points mentioned, such as the example
below.

The Danish expression køre med klatten translated
to ‘drive with the pot’ but its idiomatic meaning
is more akin to ’go with the flow’ or ’go along
for the ride’.It is often used to describe a situation
where someone is taking things easy or accept-
ing something as it comes, rather than actively
striving or trying to change the outcome.

This explanation does not line up with the correct
definition in any way, as it is ’to be excellent at
something, to shine’.

The grade 2 is given for an answer which is
also incorrect, however some relevant points are
mentioned. The grade 3 is given to an answer
which is nearly correct but where some irrelevant
points are mentioned, or some important aspects
are missing. Below, we show an example of a grade
3:

The Danish expression have brød i ovnen literally
translates to ’to have bread in the oven’. Figura-
tively, it means to have something important or
significant going on, such as being busy with a
project or having responsibilities that require at-
tention. It can also imply that someone is engaged
in something that is developing or in progress.

The expression means ’being pregnant’. The ex-
planation is not completely incorrect, however it is
too broad to get a grade higher than 3.

Figure 3: Human evaluation on a subset of the dataset
(100 expressions).

Grade 4 covers answers that are correct but
with smaller mistakes (e.g., phrasing and spelling),
while grade 5 is used for the perfect answer. A
good example of a grade 5 can be seen below:

The Danish expression for fulde gardiner literally
translates to ’with full curtains’. It is an idiomatic
expression that means to go all out or to do some-
thing with great enthusiasm and without holding
back. It can be used in various contexts to de-
scribe someone fully engaging in an activity or
experiencing something to the fullest extent.

The results are shown in Figure 3. We see that 73
of the 100 idioms are approved, and that the major-
ity (55) get a perfect grade. This is a high number
considering that we deliberately selected the hard-
est cases according to experiment 1. Among the
idioms that got the worst grades (1) and (2), we see
a majority from the group of random definitions.
These idioms can be viewed as the most challeng-
ing since the model previously chose the false defi-
nition with the least connection to the form of the
idiom. But why are they challenging? Common
for most of the idioms that got a low score is their
lack of an exact equivalent in English. A similar re-
sult has been found in Pedersen et al. (2025) which
concludes that Danish culture-specific metaphors
are challenging for LLMs predominately trained
on English. This could be a problem for smaller
languages and cultures as some of the most cultur-
ally specific knowledge is less represented, which
may not be clear to the user since the model may
perform so well in other cases.
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In the future, we hope to expand this experiment
to other parts of the dataset. The current experi-
ment is based on a deliberate selection of the hard-
est cases and it would be interesting to explore how
a more representative subset would differ. How-
ever, it is expensive to manually evaluate the model
output and we should thus also look into automatic
methods.

4.3 Hallucinations and tone of confidence
A widely known problem with LLMs is that they
hallucinate and present false information with a
confident tone (Augenstein et al., 2024). Based on
the three types of false information per idiom in our
dataset, we explore how to use the false information
to evaluate the models’ ability to disregard false
information in the prompt. In the experiment, we
prompt the model with a question that implies that
one of the false definitions is a plausible interpreta-
tion, for instance: "Explain briefly why [IDIOM]
means [FALSE_DEFINITION]". We aim to answer
the questions:

1. Does the model output correct the false infor-
mation in the prompt?

2. To what degree does the model output con-
tain true information about the meaning of the
idiom in Danish?

For the experiment, we use the same subset of
100 idioms from experiment 2, but we replace the
true dictionary definitions with literal, figurative,
and random false definitions in equal measure. In
total, we end up with 34 literal, 33 figurative, and
33 random false ones. As in experiment 2, we
prompt ChatGPT 4o-mini and manually evaluate
the model output.

Among the 100 answers, only one explicitly
states that the expression does not mean the false
definition, while another one provides a sort of cor-
rection (i.e., "However, its meaning doesn’t directly
equate to"). The next thing that comes close to a
correction is the mentioning of metaphorical use,
mainly in the cases of using literal false definitions
in the prompt.

The Danish expression male fanden på væggen lit-
erally translates to ’to paint the devil on the wall.’
This phrase is used metaphorically to describe
the act of exaggerating or bringing attention to a
problem or danger that has not previously existed
or been particularly severe.

The figurative or random false definitions some-
times influence the description in the output in such

a way that an otherwise correct description of a
meaning becomes too broad, specific, or changes
its sentiment. In general, it seems as if a lot of effort
has been put into connecting the false information
from the input with the idiom, which can create
quite amusing outputs, e.g. in this case (where the
correct meaning of the idiom is to be poor/have no
money):

The Danish expression ikke have salt til et æg
which translates to ’not have salt for an egg’,
means ’not being able to make tasty food; be-
ing a bad cook’. This idiom draws on the idea
that salt is a fundamental seasoning that enhances
the flavor of various dishes, including eggs.

To the question of whether the model output still
retains true information, we manually grade the
outputs on a scale from 1-5, similar to experiment
2. This evaluation task turned out to be much more
challenging than in experiment 2. In the beginning,
we had a tendency to give a higher grade to outputs
with good argumentation rather than comparing
the explanation to the actual meaning of the idiom.
In particular, the confident tone even for the very
incorrect answers was difficult not to be distracted
by as a human annotator. We were also not certain
on how to grade output that contained a correct def-
inition of the idiom followed by a poor explanation
of the connection between the false definition and
the idiom. In the end, we attempted to disregard
the sections of the answer that discuss the false
definition and instead only give a grade based on
whether at any point the output contains the correct
definition.

The results can be seen in figure 4. Here we see
that it is almost only the literal false definitions that
still manage to get a good grade. At the opposite
end of the scale, we see a surplus of random defi-
nitions. The probable explanation for the results is
that it is possible to interpret the expression literally
when we present them in isolation and the answers
reflect that. The answers with top grades often men-
tion that the expression can be used idiomatically
or metaphorically and connects the false definition
to a literal interpretation.

In the few examples where figurative explana-
tions also get the highest grade, the figurative ex-
planation resembles the correct definition to a high
degree, for instance by being somewhat broader
in such a manner that the figurative false defini-
tion could also cover the correct use. Considering
that these false definitions were the most difficult
to write, we will use the results as feedback and
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Figure 4: Human evaluation of the same subset as ex-
periment 2 with a prompt that implies that the false
definition is true.

rewrite these definitions in the next version of the
dataset.

We also experimented with another type of
prompt to investigate whether the model would re-
spond differently if we did not imply that the false
definition was true in the prompt. Moreover, we
wanted to test a prompt that did not require manual
annotation. The result is the prompt: "Does [ID-
IOM] mean [FALSE_DEFINITION] (yes/no)?".

In figure 5, we see that ChatGPT 4o-mini cor-
rectly answers "no" in 58 of the cases. Considering
that the same model could to some extent explain
the meaning of 73 expressions in experiment 2,
there is still room for improvement. In particu-
lar, there is a 29% discrepancy between the two
prompts. For the "no" category, the discrepancy
is caused by the random definitions which are pre-
dominately identified as false. This suggests that
the model is capable of correctly identifying the
very wrong (e.g. random definition) information,
but is misled by false information when it’s pre-
sented as correct. In the "yes" category, we see a
large number of literal cases that got a high grade
with the previous prompt, which is not surprising
considering that this type of false definition is not
necessarily wrong, but the expression is not often
used with that meaning. However, we also see
a similar number of literal cases in the "no" cat-
egory, and a portion of these also belong to the
previously correct cases (grade 5). These inconsis-
tencies may be relevant to further exploration in the

Figure 5: Results of asking ChatGPT-4o-mini directly
whether a idiomatic expression can mean a false defini-
tion.

future, for instance by running the experiment on
all the idiomatic expressions with each of the false
definitions to see if we can find a pattern across
more examples.

Conclusion

We have presented a new dataset of 1000 Danish
idiomatic expressions from the Danish Dictionary
DDO that includes the correct dictionary defini-
tion as well as three false definitions, namely a
literal misinterpretation, a figurative misinterpre-
tation and a random definition. The purpose of
the creation of the dataset is to be able to evalu-
ate Danish language proficiency of LLMs in one
of the most challenging areas of language under-
standing. The dataset was more difficult to com-
pile than anticipated; the figurative false definitions
were particularly difficult to formulate. We have
furthermore demonstrated three ways of using the
dataset for evaluation: (1) as a benchmark dataset
with multiple choice, (2) in a generative task, (3)
to investigate hallucinations. The first experiment
showed that the performance is influenced by the
terminology used in the prompt. The second exper-
iment supported the finding that cultural specific
metaphors are challenging for LLMs, while also
highlighting a problem with some of the false def-
initions that are broad enough to technically also
cover the correct meaning. Lastly, the third exper-
iment showed that ChatGPT struggles to correct
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false information provided in the prompt.
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