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Abstract

Various social networks have been allow-
ing media uploads for over a decade now.
Still, it has not always been clear what is
their relation with the posted text or even if
there is any at all. In this work, we explore
how multilingual vision-language models
tackle the task of image-text relation predic-
tion in different languages, and construct
a dedicated balanced benchmark data set
from Twitter posts in Latvian along with
their manual translations into English. We
compare our results to previous work and
show that the more recently released vision-
language model checkpoints are becoming
increasingly capable at this task, but there
is still much room for further improvement.

1 Introduction

Twitter (now X1) remains a crucial platform in
modern society due to its role in shaping public
discourse, enabling real-time communication, and
fostering global conversations. As a microblog-
ging site, it allows individuals, organizations, and
governments to share thoughts, news, and opin-
ions instantaneously. Even though potential alter-
natives have recently risen in popularity, they still
exhibit distinct drawbacks to the general public,
like Threads refusing to promote real-time content
and news events, or Mastodon being too granulated
and slow overall due to being dependent on the
performance of individual servers.

The integration of images with tweets in 2011
enhanced the platform’s impact by offering a vi-
sual dimension to help amplify the reach of the
messages. Images can serve as powerful tools to
evoke emotional responses, clarify complex issues,

1From Twitter to X: Elon Musk Begins Erasing an Iconic
Internet Brand - https://www.nytimes.com/2023/07/24/
technology/twitter-x-elon-musk.html

and influence perceptions, but that is not always the
case. Images can also be added just as an attention-
grabbing strategy or clickbait, or even expressing
humor as a meme. A tweet accompanied by a strik-
ing or controversial image can dramatically shift
how readers interpret the message, adding layers of
meaning or even altering the context. In this way,
the synergy between text and visuals on the social
network not only grabs attention but also guides
the overall narrative.

In this work, we build upon previous research
by Vempala and Preoţiuc-Pietro (2019) and Rikters
et al. (2024) who introduced a four-class strategy
for classifying image-text relations from Twitter
data. We evaluate vision-language models on the
Text-Image Relationship in Tweets2 (TIRT) data
set and the Latvian Twitter Eater Corpus3 (LTEC).

Concretely, we consider the setting proposed
by the latter authors who performed initial exper-
iments with the LLaVA (Liu et al., 2023), which
we significantly extend in terms of model selection,
robustness and evaluation scheme. One particular
issue we tackle is the class imbalance of the data,
further dividing their test set into a class-balanced
evaluation set to lessen the overarching dominance
of specific classes. We also employ a professional
translator to manually translate the evaluation set
from Latvian into English to minimize the potential
errors that could be introduced by using automatic
translations for the vision-language model (VLM)
experiments. We experiment with five different
open-source VLM checkpoints that are capable of
running on consumer hardware.

Our results show that 1) larger newer models like
LLaVA-NeXT 13B and Llama 3.2 11B are capa-
ble of outperforming the baseline and even smaller
models like Phi 3.5 4B are reasonably competitive;

2https://github.com/danielpreotiuc/
text-image-relationship/

3https://github.com/Usprogis/
Latvian-Twitter-Eater-Corpus/
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2) some models are not very sensitive to the in-
put language (LLaVA-NeXT 7B, Llama 3.2 11B,
Qwen2-VL 7B) while others perform far better
when the input is in English (LLaVA-NeXT 13B,
Phi 3.5 4B); 3) the results from different VLMs
can be sensitive to the domain or the particular
evaluation set used, since Llama 3.2 11B was over-
whelmingly the highest performer on the LTEC
data, but lowest on the TIRT data, while Qwen2-
VL 7B scored lowest on LTEC, but was competitive
on TIRT.

2 Related Work

Vempala and Preoţiuc-Pietro (2019) introduced the
categorization schema for the relations between
Tweet text and attached images that we are using
in our experiments. They distinguish four different
categories: 1) the image adds to the text meaning
and the text is represented in the image (further
in the paper we will denote this using the emoji
combination ); 2) the image adds to
the text meaning and the text is not represented in
the image ( ); 3) the image does not
add to the text meaning and the text is represented
in the image ( ); and 4) the image
does not add to the text meaning and the text is
not represented in the image ( ). They
also release the corpus of 4472 tweet-image pairs
and their manually annotated relation categories (of
which 2942 are still available at the time of writing
this paper) and analyze the user demographic traits
linked to each of the four image tweeting categories
in depth. For simplification, these categories can
be broken down into two yes/no questions, which
makes it easier for prompting VLMs, however, the
authors did not perform any such experiments.

Rikters et al. (2024) apply the image-tweet cat-
egorization schema introduced by Vempala and
Preoţiuc-Pietro (2019) on the Latvian Twitter Eater
Corpus (LTEC) by annotating 812 tweets written
in Latvian about topics related to food and eating.
They use this dataset to test the zero-shot classifi-
cation abilities of the LLaVA model, concretely of
their versions 1.3 and 1.5 in sizes of 7B and 13B
parameters. These models are tested both in the
original dataset of Latvian tweets, and in a version
which is automatically translated English. They
report that the best results using LLaVA 1.5 with
7B parameters, reaching a 20.69% prediction accu-
racy when evaluated on the original Latvian texts,
and increasing up to 27.83% when evaluated on the

automatic English translations. We consider this to
be our direct baseline.

Winata et al. (2024) release a massively multi-
lingual data set of food-related text-image pairs
for visual question answering by identifying dish
names and their origins in 30 languages. They eval-
uate these tasks using various VLMs in multiple
sizes and release open-source code for experiment
reproduction. Their results show that closed pro-
prietary online API systems show overall superior
performance, however, open-source models in the
70B-90B parameter range can still be quite com-
petitive.

3 Proposed Approach

In this work, we commit to a more detailed evalu-
ation of the image-text relation classification task
for the available Twitter data. We aim to compare
the performance of several recent VLMs that can
be run on a reasonable desktop setup using a single
NVIDIA RTX 3090 GPU with 24GB of VRAM.
In our evaluation, we consider the following model
versions and sizes – Llama 3.2 Vision (Dubey et al.,
2024) 11B, LLaVa-NeXT Vicuna (Li et al., 2024)
7B and 13B, Qwen2-VL (Bai et al., 2023) 7B,
Phi 3.5 Vision (Abdin et al., 2024) 4B. We load
all models from Hugging Face using the follow-
ing identifiers - "microsoft/Phi-3.5-vision-instruct",
"llava-hf/llava-v1.6-vicuna-7b-hf", "llava-hf/llava-
v1.6-vicuna-13b-hf", "meta-llama/Llama-3.2-11B-
Vision-Instruct", "Qwen/Qwen2-VL-7B-Instruct."

Our evaluation is based on the LTEC image-text
relation test set in Latvian and manually translated
English. The test set is reduced in size in favor
of a more balanced class distribution, enabling a
fair evaluation. In addition to the overall class,
we also present a separate evaluation of the two
individual questions prompted to the models - Q1)
is the image adding to the text meaning; and Q2) is
the text represented to the image.

To further improve classification results, the two
obvious directions to explore would be in-context
learning (Zong et al., 2024) by providing several
examples of the image-text relation task at each in-
ference step, or fine-tuning the model checkpoints
on the image-text relation task. Both are currently
out of scope in our case, as they require signifi-
cantly more computation resources and a dedicated
training data set. In addition, not all of our selected
models are capable of processing several input im-
ages, which is a requirement for in-context learning
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Class Tweets Percentage Before
113 32.29% 48.28%

72 20.57% 8.87%
113 32.29% 36.45%

52 14.86% 6.40%

Table 1: Evaluation set class distribution. rep-
resents the image adding to the text meaning, –
the text being represented in the image, and and

– true or false respectively.

to function.

4 Data Preparation

We noticed several flaws in the previous work
which evaluated the image-text relations using
VLMs. Firstly, the data set composition was
skewed strongly towards two out of four classes,
as shown in Table 1 - the image adding to the text
meaning and text being represented in the image
class with 48.28% of the data and a further 36.45%
for the image not adding to the text meaning and
text being represented in the image class, which
together make up 84.73% of the evaluation data.
Furthermore, they did not report separate results on
each of the individual components that define the
task (Q1 and Q2), although these were obtained by
separately prompting the VLMs. Finally, the eval-
uation which achieved the highest accuracy result
was performed on automatically translated texts,
which could be erroneous and therefore making
way for the potential of creating further unneces-
sary errors in the classification task.

4.1 Evaluation Set Balancing

We extracted a part of the 812 tweet set into a sep-
arate evaluation set of 350 tweets to have a more
even distribution among the four classes. The main
objective was to reduce the dominance of the first
and third classes. A comparison of the new dis-
tribution with the full original data set is shown
in Table 1. The selection includes all available
data for the two classes with the fewest examples
( and ) and a random selection
of 113 tweets for the other two classes (
and ).

4.2 Manual Translation

The highest text-image relation classification accu-
racy scores reported by Rikters et al. (2024) were
achieved by automatically translating the Latvian

System BLEU ChrF COMET
Tilde MT 52.63 67.94 78.50
Google Translate 63.49 75.56 83.99
DeepL Translate 59.19 72.20 83.31
Opus MT 54.50 68.77 78.78

Table 2: Machine translation results.

texts into English using an MT system that reaches
scores of 48.28 BLEU and 68.21 ChrF on a sep-
arate evaluation set. While MT systems of such
quality are generally usable, they are still far from
perfect. To minimize the potential of error propaga-
tion, we employed a human translator to perform a
full manual translation of the image-tweet relation
texts from Latvian into English. We also evaluated
three online systems4 and one open-source model5

on the manually translated texts. Results in Table
2 show that for this set, Google Translate outper-
forms all others in terms of BLEU (Papineni et al.,
2002), ChrF (Popović, 2015) and COMET (Rei
et al., 2020), while Tilde MT, which was used in
the evaluation of Rikters et al. (2024), scores the
lowest. In the subsequent evaluations of this paper,
we only use our manual translations of the Latvian
tweets when referring to the English translations.

4.3 Instruction Formatting

It is well known that many modern large language
models and therefore also VLMs can often be very
sensitive to the provided prompt for a specific task
and produce vastly variable results. In our ex-
periments, we mainly kept using the prompt sug-
gested by Rikters et al. (2024) for all models except
Llama 3.2, which required a very specific prompt-
ing approach to achieve consistent results. For
that model we added the following text to the end
of the prompt: Format the answer in the pattern
of ‘**Answer:** YES/NO; **EXPLANATION:**
Motivation for the choosing the answer’".

We also ran experiments with providing the in-
struction prompt in Latvian, however, for all mod-
els in large portions of the examples the generated
answers were gibberish word salad, repetitions,
empty strings or otherwise unquantifiable outputs
as opposed to the expected “YES/NO" answers.
Therefore, we only report results using the instruc-
tion prompt in English and variations of tweet text

4Tilde MT, Google Translate, DeepL Translate - all ac-
cessed in November 2024

5Opus MT tc-big-lv-en: https://huggingface.co/
Helsinki-NLP/opus-mt-tc-big-lv-en
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Prompt Data Model Class Question 1 Question 2
LLaVA-NeXT 7B 23.40 ± 8.03 51.57 ± 3.57 41.37 ± 21.49
LLaVA-NeXT 13B 19.43 ± 4.57 51.11 ± 6.03 34.60 ± 3.11

EN LV Phi 3.5 4B 18.14 ± 3.00 48.49 ± 1.63 38.71 ± 3.57
Qwen2-VL 7B 15.71 ± 0.00 47.71 ± 0.00 35.43 ± 0.00
Llama 3.2 11B 33.07 ± 0.36 52.29 ± 0.29 69.21 ± 0.21

EN EN Baseline Rikters et al. (2024) 25.71 ± 4.00 52.77 ± 3.51 45.31 ± 4.11
LLaVA-NeXT 7B 24.46 ± 7.83 52.17 ± 1.31 43.86 ± 18.71
LLaVA-NeXT 13B 28.91 ± 6.34 53.20 ± 4.06 51.40 ± 10.89

EN EN Phi 3.5 4B 25.14 ± 5.71 48.31 ± 2.83 49.14 ± 7.43
Qwen2-VL 7B 15.71 ± 0.00 47.43 ± 0.00 37.14 ± 0.00
Llama 3.2 11B 33.83 ± 0.17 52.11 ± 0.17 66.77 ± 0.20

Table 3: Average classification accuracy results from zero-shot experiments using 10 different random
seeds on the balanced subset of 350 selected Tweets from LTEC. Our baseline is the highest scoring run
from Rikters et al. (2024) using the LLaVA 1.5 model with 7B parameters. The highest results are marked
in a bold font and the second highest are underlined.

Model Class Q1 Q2
LLaVA-NeXT 7B 31.11 48.22 66.67
LLaVA-NeXT 13B 39.11 57.78 65.11
Qwen2-VL 33.11 55.56 59.11
Phi 3.5 36.44 63.78 57.56
Llama 3.2 22.22 44.44 46.00

Table 4: Evaluation results using a 450 tweet sam-
ple set from the TIRT data. The highest results are
marked in a bold font and the second highest are
underlined.

language between Latvian and English.

5 Results

Our main results are summarized in Table 3. We
compare five different models which represent 3
main size categories of 4B, 7B and 11B-13B pa-
rameters. Each evaluation is run 10 times with
different seeds (the same 10 seeds for each model)
with the prompt written in English and the actual
tweet text provided in either Latvian or English.
We compare classification accuracy on the overall
class, as well as each of the two individual ques-
tions of the image adding to the meaning and text
being represented in the image.

The result table shows a large variation in both
the overall class accuracy, and in the individual
questions. Llama 3.2 is clearly the highest per-
former regardless of the language of the input text,
followed by the LLaVA-NeXT models and Phi 3.5,
of which all seem to prefer the English translation
rather than the original Latvian text. Qwen2-VL

scores the lowest, regardless of the input language,
and also exhibits no variation with the different
random seeds. Meanwhile, Llama 3.2 shows only
a very small sensitivity to random seed changes,
but Phi 3.5 and especially LLaVA-NeXT models
tend to vary a lot. Both Llama 3.2 11B and LLaVA-
NeXT 13B outperform the baseline results, how-
ever only the result from Llama 3.2 11B is statisti-
cally significant.

For comparison, we also sampled a random sub-
set of 450 tweets from the larger TIRT data set
for evaluation. This data set seems to be naturally
much better distributed, having a class distribution
of 19.33% : 24.89% : 23.33% : 32.45%. Classifica-
tion accuracy results in Table 4 show overall higher
scores than the domain-specific Latvian food tweet
LTEC data set. However, the results are still rel-
atively low and have the potential to be further
improved. Interestingly, Llama 3.2 11B was the
worst overall performer on this set and Qwen2-VL
7B, which was the worst on LTEC, fared much
better on TIRT.

The results from both tables demonstrate the
overall robustness of the LLaVA-NeXT 13B and
Phi 3.5 4B models, as long as the input text is
provided in English.

6 Conclusion

In this paper, we introduced an extended evalua-
tion of the image-text relation task for social media
posts from Twitter. We prepared a balanced version
of a previously available image-text relation data
set, as well as a manual English translation of its
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original texts in the Latvian language. We experi-
mented with various open-source vision-language
models and demonstrated how results vary depend-
ing on multiple conditions. Our findings show that
LLaVA-NeXT 13B and Phi 3.5 4B models can han-
dle this task on both evaluation sets very well as
long as the input text is provided in English. Mean-
while Llama 3.2 11B and Qwen2-VL 7B are more
robust towards input language, but very sensitive
to the input data domain.

We plan to release our balanced evaluation data
set along with evaluation code for easy reproduc-
tion of our results or similar experiments. In fu-
ture work we plan to perform experiments using
in-context learning and model fine-tuning on the
image-text relation task.

Limitations

In this work, we only considered using data and
models that are publicly available for research pur-
poses to enable reproducibility. Also, since running
70+ billion parameter sized large models is compu-
tationally very costly, we opt for choosing models
with fewer parameters in our experiments.

Ethical Considerations

Our work is fully in accordance with the ACL Code
of Ethics6. We use only publicly available datasets
and relatively low compute amounts while conduct-
ing our experiments to enable reproducibility. We
do not conduct studies on other humans or animals
in this research.
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