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Abstract

Large Language Models (LLMs) have revolu-
tionized natural language processing, but their
widespread use has raised significant copyright
concerns. This tutorial addresses the complex
intersection of LLLMs and copyright law, pro-
viding researchers and practitioners with essen-
tial knowledge and tools to navigate this chal-
lenging landscape. The tutorial begins with
an overview of relevant copyright principles
and their application to Al, followed by an ex-
amination of specific copyright issues in LLM
development and deployment. A key focus will
be on technical approaches to copyright risk
assessment and mitigation in LLMs. We will
introduce benchmarks for evaluating copyright-
related risks, including memorization detection
and probing techniques. The tutorial will then
cover practical mitigation strategies, such as
machine unlearning, efficient fine-tuning meth-
ods, and alignment approaches to reduce copy-
right infringement risks. Ethical considerations
and future directions in copyright-aware Al de-
velopment will also be discussed.

1

The landscape of artificial intelligence has been
dramatically transformed by the advent of Large
Language Models (LLMs) such as GPT and its suc-
cessors (Lewis et al., 2019; Brown et al., 2020a;
OpenAl, 2023; Zhang et al., 2022; Touvron et al.,
2023). These powerful systems have not only rev-
olutionized natural language processing but have
also permeated diverse sectors including health-
care (Peng et al., 2023; Haupt and Marks, 2023),
software development (Chen et al., 2021), finance
(Yang et al., 2023; Wang et al., 2023b), and edu-
cation (Firat, 2023; Fuchs, 2023). While LLMs
have unlocked unprecedented capabilities in text
generation and analysis, they have simultaneously
given rise to complex legal and ethical challenges,
particularly in the realm of copyright law. The abil-
ity of these models to produce human-like text has
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blurred the boundaries between original creation
and potential copyright infringement, as evidenced
by recent New York Times legal actions against Al
company (nyt, 2023). This tutorial aims to navigate
this intricate terrain, providing a comprehensive ex-
ploration of the copyright issues surrounding LLMs
and equipping participants with the knowledge and
tools to address these challenges.

In this tutorial, we will comprehensively review
existing paradigms for copyright risk assessment
and mitigation in LLMs, focusing on their contri-
butions to responsible Al development and deploy-
ment. We categorize the approaches into probing
and benchmarking, influence analysis, unlearning
techniques, and finetuning-based behavior regula-
tion. For probing and benchmarking, we will ex-
plore methodologies for creating quantitative mea-
sures to assess the extent of copyrighted content
reproduction in LLM outputs. Influence analy-
sis will cover the application of influence func-
tions to detect and quantify the impact of poten-
tially copyrighted material in training data. We
will then examine machine unlearning techniques
as a means to selectively remove knowledge of
copyrighted content from trained LLMs. Finally,
we will present efficient finetuning and alignment
methodologies designed to modify LLM behavior
with respect to copyright considerations. Partic-
ipants will learn about recent trends and emerg-
ing challenges in copyright-aware LLM research,
as well as resources and tools to implement these
techniques. The tutorial aims to prompt thorough
discussions regarding the impact of copyright con-
siderations on LLLM development and the broader
implications for Al ethics and governance.

2 Tutorial Outline

We will cover four topics on how to measure and
mitigate copyright risks of LLMs. (1) LLMs Copy-
right Risks Probing and Benchmarking: We will
introduce and analyze state-of-the-art techniques
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for probing LLMs to identify potential copyright in-
fringements. This section will cover methodologies
for creating benchmarks that quantitatively assess
the extent of copyrighted content reproduction in
LLM outputs. (2) Influence Function for Copy-
right Detection in Training Data: We will exam-
ine the application of influence functions, a tech-
nique from robust statistics, to detect and quantify
the impact of potentially copyrighted material in
LLM training datasets to model generations. This
approach offers a principled way to trace model
outputs back to specific training instances. (3)
Mitigating Copyright Risks via Machine Un-
learning: This section will discuss cutting-edge
machine unlearning techniques as a means to selec-
tively remove knowledge of copyrighted content
from trained LLMs. We will discuss the theoreti-
cal foundations of unlearning algorithms and their
practical implementation in the context of large-
scale language models. (4) Efficient Finetuning
and Alignment to Regulate LLMs Behavior: We
will review efficient finetuning methodologies and
alignment techniques designed to modify LLM
behavior with respect to copyright considerations.
This includes exploring parameter-efficient tuning
methods and reinforcement learning approaches for
aligning model outputs with copyright regulations.

3 Specification of the Tutorial

3.1 History

This tutorial has not been presented elsewhere. The
presented topic has not been covered by previous
AAAITICAI/NeurPS/ACL/EMNLP/NAACL tu-
torials in the past five years. The most related
tutorial is the AAAI 2024 tutorial “Beyond Hu-
man Creativity: A Tutorial on Advancements in
Al Generated Content” that covers the foundations,
recent advancements, applications, and societal im-
plications of large language models and diffusion
models in text, image, video, and 3D object gener-
ation. They lack in-depth coverage on measuring
and mitigating the potential risks of Al-generated
content, which this tutorial aims to address.

3.2 Audience

Based on the level of interest in this topic, we
expect around 50-100 participants from machine
learning (ML) communities, data mining (DM)
communities and natural language processing
(NLP) communities.
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3.3 Prerequisite Knowledge

While no specific background knowledge is as-
sumed of the audience, it would be beneficial for
attendees to have familiarity with basic machine
learning and deep learning technologies, as well
as pre-trained language models (e.g., BERT (De-
vlin et al., 2018), GPT (Brown et al., 2020b)) and
generative Al concepts.

The following reading list could help provide
background knowledge to the audience before at-
tending this tutorial:

e Jialiang Xu, Shenglan Li, Zhaozhuo Xu, and
Denghui Zhang. Do LLMs Know to Respect
Copyright Notice? In EMNLP, 2024,

Boyi Wei et al. Evaluating Copyright Takedown
Methods for Language Models. In NeurIPS,
2024.

Tong Chen, Akari Asai, et al. CopyBench: Mea-
suring Literal and Non-Literal Reproduction of
Copyright-Protected Text in Language Model
Generation. In EMNLP, 2024.

Yuanshun Yao, Xiaojun Xu, and Yang Liu. Large
Language Model Unlearning. In ICLR, 2024

Ronen Eldan and Mark Russinovich. Who’s
Harry Potter? Approximate Unlearning in LLMs.
arXiv preprint arXiv:2310.02238, 2023.

Huawei Lin, Jikai Long, Zhaozhuo Xu, and Wei-
jie Zhao. Token-Wise Influential Training Data
Retrieval for Large Language Models. In ACL,
2024.

Wentao Guo, Jikai Long, Yimeng Zeng, Zirui
Liu, Xinyu Yang, Yide Ran, Jacob R. Gardner,
Osbert Bastani, Christopher De Sa, Xiaodong Yu,
et al. Zeroth-Order Fine-Tuning of LLMs with
Extreme Sparsity. In ICML, 2024.

4 Tutorial Content

4.1 LLMs Copyright Risks Probing and
Benchmarking [S0mins]

We will first discuss the concept of copyright in-
fringement in the context of LLMs, highlighting
how it differs across regions such as the U.S. and
Europe. Then we review quantitative assessment
methodologies for copyright infringement risks in
LLMs. Research indicates that model memoriza-
tion is a primary cause of potential infringement
behavior (Carlini et al., 2021; Nasr et al., 2023;
Karamolegkou et al., 2023). We will present the



“memory profile” tool for statistical causal analy-
sis of LLM memorization (Lesci et al., 2024) to
factors like data positions in training steps. The
CopyBench framework (Chen et al., 2024) will
be presented as a means to quantify literal and
non-literal overlap between LLM outputs and copy-
righted material. Additionally, we present our re-
cent work for evaluating LLM compliance with
copyright restrictions on user-provided content and
unauthorized commands (Xu et al., 2024). Through
these methodologies, we aim to provide a multi-
perspective approach and tutorial to assessing copy-
right risks in LLMs. This part is estimated to be 45
minutes, with 5 minutes for Q&A.

4.2 Influence Function for Copyright
Detection in Training Data [S0mins]

We will explore how to identify which training data
contributed to a specific generation from a Large
Language Model (LLM) using the proposed frame-
work, RapidIln (Lin et al., 2024). For instance,
when a generation is found to violate copyright,
tracing it back to the most influential training data
enables developers to filter out infringing data and
retrain the model (Ladhak et al., 2023). Addition-
ally, understanding the influence of training data
on a specific generation is critical for tasks like ma-
chine unlearning (Yao et al., 2023a; Yu et al., 2023),
improving explainability (Zhao et al., 2023), detox-
ification (Welbl et al., 2021; Dale et al., 2021), data
cleansing and combating data poisoning (Yan et al.,
2023; Wang et al., 2023a; Huang et al., 2023; Lad-
hak et al., 2023), as well as preserving privacy and
security (Brown et al., 2022; Kandpal et al., 2022).
Rapidln estimates the influence of training data by
compressing gradient vectors over 200,000x, en-
abling efficient caching and retrieval, offering a
practical solution for handling LLMs at scale and
enabling crucial tasks like model retraining and ma-
chine unlearning. This part will be ~45 minutes,
with 5 minutes for Q&A.

4.3 Mitigating Copyright Risks via Machine
Unlearning [SOmins]

In this part, we will first review the recent research
of applying LLM machine unlearning techniques to
address copyright infringement issues. Specifically,
Yao et al. (2023b) used a gradient ascent-based
approach to unlearn copyrighted contents, while
Eldan and Russinovich (2023) explored a similar
method to unlearn the Harry Potter series. How-
ever, Shostack (2024) pointed out that remnants
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of the Harry Potter books remained in the modi-
fied model. More recently, Chen and Yang (2023)
proposed adding unlearning layers in transformer
blocks for sequential data forgetting, but this ap-
proach was only tested on a smaller model focused
on movie reviews in a simulated setting. In con-
trast, our recent work (Dou et al., 2024) formally
studies the copyright unlearning problem under the
sequential/continual setting, and tries to address
the trade-offs between unlearning efficacy and gen-
eral knowledge retention based on weight saliency.
This part will be around 45 minutes, with 5 minutes
for Q&A.

4.4 Efficient Finetuning and Alignment to
Regulate L1.Ms Behavior [SOmins]

We propose to regulate the LLMs’ behavior with
memory-efficient fine-tuning strategies. We will
introduce a memory-efficient LLM fine-tuning ap-
proach, denoted as Winner-Take-All Column-Row
Sampling (WTA-CRS) (Liu et al., 2024), which
outperforms the existing Low-Rank Adaptation
(LoRA) (Hu et al., 2021) techniques with better
memory savings. WTA-CRS reduces the mem-
ory required for storing activations during train-
ing by selectively sampling matrix elements, en-
abling larger batch sizes and reducing hardware
constraints with minimal accuracy loss. Moreover,
we will introduce a series of sparse zeroth-order op-
timization strategies (Guo et al., 2024) that perform
backpropagation-free LLM fine-tuning by perturb-
ing 0.1% of LLM parameters. These techniques are
particularly effective in aligning LLM behavior to
specific tasks, including compliance with copyright
regulations, without incurring excessive computa-
tional overhead. By leveraging these innovative
techniques, we aim to provide a scalable and prac-
tical approach to finetuning LL.Ms, ensuring they
align with desired behavioral outcomes while also
addressing resource constraints common in large-
scale model deployment. This part will be around
45 minutes, with 5 minutes for Q&A.

4.5 Conclusion and Remaining Challenges
[30mins]

We will conclude the tutorial by summarizing
the key concepts discussed, including techniques
for mitigating copyright risks in LLMs. While
progress has been made, several challenges re-
main: (1) Scaling Up Infringement Detection: Ex-
isting methods for detecting potential copyright
violations struggle to scale when applied to large



databases of copyrighted works. Developing more
efficient and scalable approaches remains a critical
challenge for the future. (2) Internal Concept De-
composition of Copyright Behavior: A deeper un-
derstanding of how LLMs internalize and represent
copyrighted material is needed. Current methods
focus on literal output analysis, but advances in
decomposing internal representations could lead
to more effective unlearning techniques and better
regulation of model behavior.

These open challenges underscore the need for
ongoing research to ensure the responsible use of
LLMs while balancing innovation and copyright
compliance.

5 Tutorial Presenters

Denghui Zhang is An assistant Professor in
the School of Business at Stevens Institute of
Technology. He studies the interplay between
LLMs/GenAl, legal and socioethical issue, busi-
ness and innovation. His work is published in
refereed venues, such as IEEE TKDE, SIGKDD,
EMNLP, AAALI, etc., and won Best Student Paper
award at 2023 International Conference on Infor-
mation Systems.

Zhaozhuo Xu is an Assistant Professor at
Stevens Institute of Technology, focusing on scal-
able and sustainable ML. His work, published in
venues like NeurIPS, ICML, and ICLR, has been
adopted by Huggingface and startups. He is the
organizer of Research On Algorithms & Data Struc-
tures (ROADS) to Mega-Al Models Workshop at
MLSys 2023.

Weijie Zhao is an Assistant Professor in the de-
partment of computer science at RIT. He is inves-
tigating a broad collection of exciting problems in
big data, machine learning systems, Al security,
scientific data processing, and database systems.

David Atkinson, J.D., is a lecturer at the Mc-
Combs School of Business at The University of
Texas at Austin, where he teaches courses on law,
ethics, artificial intelligence, and the legal environ-
ment of business. He also serves as legal counsel
for the Allen Institute for Artificial Intelligence,
specializing in privacy, security, export control, and
contracts. Previously, he was senior corporate coun-
sel at the autonomous trucking company TuSimple
and a technology scout for the U.S. Army. Addi-
tionally, Atkinson has served as legal counsel for
the education technology company PowerSchool,
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worked as an InSITE consultant fellow for startups,
and co-founded the legal education company Illus-
trated Law. He also holds master’s degrees from
Harvard and Kansas State University and a B.S.
from Truman State University.

Boyi Wei is a Ph.D. student at Princeton Uni-
versity, advised by Peter Henderson. His research
focuses on aligning machine learning systems, es-
pecially on understanding the safety alignment of
language models and exploring related legal and
policy issues. He received his B.Sc from University
of Science and Technology of China.

Xiusi Chen is a Postdoctoral Research Fellow
at the University of Illinois Urbana-Champaign,
working with Prof. Heng Ji. He received his Ph.D.
in Computer Science at the University of Califor-
nia, Los Angeles, advised by Prof. Wei Wang.
Xiusi’s research focuses on enhancing LLM rea-
soning, alignment, and decision-making. Xiusi
has been awarded the SDM Best Poster Award
Honorable Mention. His research has generated
over 40 publications in top-tier venues in the fields
of data mining, natural language processing, ma-
chine learning and information retrieval. Xiusi has
been invited as a reviewer or a program committee
member for conferences including KDD, ICML,
NeurIPS, ICLR, ACL Rolling Review, etc.

Qingyun Wang is the incoming assistant pro-
fessor at William & Mary. He is among the first
researchers to develop a virtual scientific research
assistant for literature-based discovery by extract-
ing and synthesizing insights from papers. He re-
ceived the NAACL-HLT 2021 Best Demo Reward.
He has experience presenting tutorials at EMNLP
2021, EACL 2024, and LREC-COLING 2024. He
organized Al4Research workshop at AAAI 2025
and the Language + Molecules Workshop at ACL
2024.

Jing Gao is an Associate Professor at Purdue
University’s Elmore Family School of Electrical
and Computer Engineering. Her research spans
data mining, focusing on information veracity,
crowdsourcing, knowledge graphs, anomaly detec-
tion, and multi-source data integration, with appli-
cations in healthcare, cybersecurity, and education.
She has received the NSF CAREER Award, ICDM
Tao Li Award, and SDM/IBM Early Career Data
Mining Researcher Award. She also serves as an
editor for ACM Transactions on Intelligent Sys-



tems and Technology and IEEE Transactions on
Knowledge and Data Engineering.

Diversity considerations

In this tutorial, we prioritize diversity considera-
tions across multiple dimensions. We will incor-
porate the use of multilingual data to demonstrate
how the described methods for copyright risk as-
sessment and mitigation scale effectively across
various languages and domains, highlighting the
global relevance of these challenges. The instruc-
tional team will include both senior and junior re-
searchers to ensure a range of perspectives and
expertise, promoting an inclusive learning environ-
ment. Additionally, we emphasize demographic
and geographical diversity among instructors to
reflect the international nature of Al ethics and
copyright issues. To further encourage diverse au-
dience participation, we plan to actively engage
underrepresented groups through targeted outreach
efforts and provide accessible resources for partici-
pants from varying backgrounds and regions. This
approach aims to foster a richer, more inclusive
dialogue on the ethical considerations of LLMs.

Ethics Statement

The responsible development and deployment of
Large Language Models (LLMs) necessitates a
careful balance between innovation and ethical con-
siderations, particularly in the context of copyright
law. This tutorial acknowledges the profound im-
plications that LLMs have on intellectual property
and emphasizes the importance of addressing these
challenges proactively.

We are committed to advancing the understand-
ing of LLMs while ensuring that their capabilities
are used ethically and in accordance with legal
frameworks. Through this tutorial, we aim to fos-
ter transparency in Al systems, promote the use
of copyright-aware methodologies, and advocate
for responsible Al practices. We encourage partici-
pants to engage in thoughtful discussions regarding
the broader societal impact of LLMs, especially in
terms of fairness, accountability, and respect for
the rights of content creators.

By equipping attendees with tools for assessing
and mitigating copyright risks, we hope to con-
tribute to the development of Al systems that are
not only powerful but also aligned with ethical prin-
ciples and legal norms.
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