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1 Brief Description

This tutorial on adaptation of Large Language Mod-
els (LLMs) is designed to address the growing de-
mand for models that go beyond the static capabili-
ties of generic LLMs by providing an overview of
dynamic, domain-specific, and task-adaptive LLM
adaptation techniques. While general LLMs have
demonstrated strong generalization across a variety
of tasks, they often struggle to perform well in spe-
cialized domains such as finance, healthcare, and
code generation for underrepresented languages.
Additionally, their static nature limits their abil-
ity to evolve with the changing world, and they
are often extremely large in size, making them
impractical and costly to deploy at scale. As a
result, the adaptation of LLMs has drawn much
attention since the birth of LLMs and is of core
importance, both for industry, which focuses on
serving its targeted users, and academia, which can
greatly benefit from small but powerful LLMs.

To our knowledge, there has been no similar tuto-
rial on this topic in the past few years1. To address
this gap, this tutorial aims to provide an overview
of the LLM adaptation techniques. We start with
an introduction to LLM adaptation, from both the
data perspective, which has been widely accepted
as one of the most important ingredients in LLM
training, and the model perspective, which focuses
on the training strategies to adapt the LLMs.

In Session 2, we emphasize how the evaluation
metrics and benchmarks are different from other
techniques. There is a growing recognition that
evaluating adapted LLMs should not focus solely
on their performance within the target domains or
tasks. While this remains important, an emerging
consensus is that adaptation should not be at the
cost of sacrificing what it has already learned. An
ideal evaluation protocol should therefore assess

1https://www.aclweb.org/adminwiki/index.php/
Past_tutorials

Slot Session
Session 1: Introduction and Motivation
14:00 - 14:05 Tutorial presenters introduction
14:05 - 14:10 Challenges with general-purpose LLMs
14:10 - 14:20 Overview and use cases of LLM adaptation
14:20 - 14:30 Key concepts
14:30 - 14:40 Research questions in data and model
Session 2: Evaluation and benchmark
14:40 - 14:50 General and specialized knowledge
14:50 - 15:00 Evaluation metrics
Session 3: Parametric Knowledge Adaptation
15:00 - 15:15 Domain-adaptive Pre-training
15:15 - 15:30 Instruction Tuning
15:30 - 16:00 Coffee Break
16:00 - 16:15 Preference Learning
16:15 - 16:30 Model Editing
Session 4: Semi-Parametric Knowledge Adaptation
16:30 - 16:45 Retrieval-augmented Generation
16:45 - 17:00 Agent-based Integration
17:00 - 17:30 Summary, Discussion & QA

Table 1: Example tutorial schedule.
not only specialized task performance but also the
preservation of general knowledge. Furthermore,
as we will present in this tutorial, adapting an LLM
usually involves multiple training stages, where
each stage contributes to the final outcome. This
multi-stage process requires more comprehensive
evaluation methods, as conventional metrics may
not capture the cumulative impact of these stages.
As such, researchers are increasingly focused on
designing evaluation metrics and benchmarks that
assess both the specialized knowledge gained and
the general knowledge retained.

After establishing the problems in the aforemen-
tioned sessions, we explore various adaptation
techniques. When powerful general LLMs first
emerged, many believed that prompt engineering
alone, without any actual model training (i.e., up-
dating the model’s parameters), was sufficient to
adapt them for new tasks. However, recently we
have seen more researchers begin finetuning model
wights. This shift is understandable not only be-
cause training typically leads to better results on
specialized tasks, but also because training has be-
come more affordable due to the growing number
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of techniques that enable efficient training. For ex-
ample, the training cost increased from $900 for
the original Transformer to over $4 million to train
the GPT-3 (davinci), but it has recently dropped to
around $0.8 million to train a GPT-3 on-par model
like Phi3.5 (Maslej et al., 2024). In light of this
trend, this tutorial will focus on increasingly popu-
lar methods that adapt LLMs through training.

We categorize adaptation techniques into two
main families. The first is parametric knowledge
adaptation, which focuses on updating the para-
metric knowledge within LLMs, including meth-
ods like Domain-Adaptive Pre-Training (DAPT),
Instructional Tuning (IT), and Preference Learning
(PL) via human or model feedback. Additionally,
we will discuss real-time adaptation techniques, in-
cluding model editing, which allows LLMs to be
updated dynamically in production environments.
The second kind of adaptation is semi-parametric
knowledge adaptation, where the goal is to up-
date LLM parameters to better leverage external
knowledge or tools (e.g., documents or functions)
through techniques like retrieval-augmented gener-
ation (RAG) and agent-based systems.

2 Detailed Outline

This will be a three-hour tutorial devoted to the
cutting-edge topic of the adaptation of LLMs. Ta-
ble 1 gives an overview.

1. Introduction and Motivation
1.1. Challenges with General-purpose LLMs.

While LLMs have demonstrated strong gen-
eralization capabilities, they are general and
static. They often fall short in highly special-
ized domains or tasks. These LLMs struggle
to adapt to evolving requirements and exhibit
high computational overhead due to their fixed
nature. This section will highlight key limi-
tations of them, with detailed examples and
statistics to illustrate why adaptation is nec-
essary for handling domain-specific or task-
specific demands.

1.2. Overview and Use Cases of LLM Adapta-
tion. LLM Adaptation adapts a pre-trained
LLM to specialized use cases. It offers prac-
tical solutions for domain-specific applica-
tions, such as in finance and healthcare, as
well as task-specific applications like retrieval-
augmented generation and code generation.
Personalized systems also benefit from adap-
tive models, which can fine-tune responses

based on individual user needs. This section
will showcase real-world use cases that demon-
strate the critical need for LLM adaptability to
address specialized scenarios.

1.3. Key Concepts. Before exploring detailed
methodologies, we will introduce foundational
concepts essential to understanding adaptive
LLMs. These include distinctions between
domain vs. task adaptation, continual learn-
ing vs. LLM adaptation, Parameter-Efficient
Fine-Tuning (PEFT), different stages of post-
training (e.g., Domain-Adaptive Pre-Training
and Supervised Fine-Tuning), long-context
LLMs, retrieval-augmented generation (RAG),
agentic approach. These concepts will set the
stage for the following technical sections.

1.4. Research Questions in Data and Model Per-
spective. In this tutorial, we aim to address
several critical research questions. In data per-
spective, we focus on what gives a good data
mixture and how to obtain high-quality data.
In model perspective, we ask what constitutes
an effective training recipe for adaptive LLMs,
how can we properly evaluate adaptive mod-
els across different domains and tasks, what
strategies can be used to prevent data leakage
during post-training, and how can we scale up
post-training efficiently. These questions will
guide the subsequent discussions on evalua-
tion and training.

2. Evaluation and Benchmarks. Evaluating adap-
tive LLMs involves a multidimensional ap-
proach. We will cover methods for assessing
generalization, domain- and task-specific perfor-
mance, and real-time effectiveness.

2.1. General and Specialized Knowledge. When
adapting a model to specialize in specific
knowledge, it is critical not to lose already
learned general knowledge. A robust evalua-
tion protocol should account for both. We will
introduce methods to evaluate both types.

2.2. Evaluation Metrics . Numerous metrics have
been discussed in the literature, such as per-
plexity, needle-in-haystack evaluations, and
downstream task performance. We will com-
pare and analyze the effectiveness of these
metrics in evaluating adaptive LLMs.

3. Parametric Knowledge Adaptation. Multiple
stages are undertaken to refine and specialize
their knowledge for specific tasks and domains.
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3.1. Domain-Adaptive Pre-Training (DAPT).
Discuss the data and objective of DAPT that
learn domain-specific background knowledge
using raw text with next token prediction.

3.2. Instruction Tuning (IT). Discuss the data and
objective of IT, also known as Supervised Fine-
Tuning (SFT). It can be full model fine-tuning
or parameter-efficient fine-tuning, with focus
on instruction following ability.

3.3. Preference Learning (PL) Discuss the PL,
where extra supervision on negative cases and
delayed reward are introduced in this stage.
The preference feedback can come from hu-
mans, AI models, or programmatic metrics. It
can be done in online or offline (direct prefer-
ence optimization; DPO) manner.

3.4. Model Editing. Discuss the techniques that
allow for targeted updates in real-time, improv-
ing adaptability in production environments
without the need for expensive retraining.

4. Semi-parametric Knowledge Integration

4.1. Retrieval-augmented Generation (RAG)
How RAG allows models to dynamically re-
trieve external knowledge, and significantly
enhance performance on specialized tasks or
when up-to-date information is needed.

4.2. Agent-based Integration. This focuses more
on the agentic aspect, highlighting the model
as an agent that performs multi-step reasoning
and interacts with external APIs and dynamic
environments. It draws attention to the sys-
tem’s autonomous decision-making capacity
and its ability to operate as an agent in com-
plex environments.

5. Summary, Discussion & QA

3 Proportion of Other Researchers’
Work, Reading list and Prerequisite

LLM adaptation involved almost all domains and
tasks, making it become the main focus of industry
and academic research. Our tutorial is designed to
provide a comprehensive overview of this broad
and rapidly evolving field, ensuring that the content
reflects a wide range of techniques and contribu-
tions. As a result, the tutorial naturally includes a
substantial amount of work from other researchers.

The prerequisite includes familiarity with basic
knowledge of machine learning, NLP and LLM.
Knowledge of continual learning is a plus. Here are
a few papers that lay a foundation for this area and

we encourage attendees to read the papers before
the tutorial to familiarize themselves with founda-
tional concepts and approaches:

• Continual pre-training of language models (Ke
et al., 2023)

• Locating and editing factual associations in GPT
(Meng et al., 2023a)

• Retrieval augmented language model pre-
training (Guu et al., 2020)

Below, we provide a detailed reference to the
works we plan to cover. While we will give pointers
to dozens of relevant papers over the course of
the tutorial, we plan to cover around 7-8 research
papers in close detail. Only 1-2 of the “deep dive”
papers will come from the presenter team.

Continual Learning learns a sequence of tasks
sequentially without forgetting (Chen and Liu,
2018; McCloskey and Cohen, 1989; Van de Ven
and Tolias, 2019; Mai et al., 2022; Aljundi et al.,
2019; Ke and Liu, 2022), which is closely re-
lated to LLM adaptation. Typical approaches in-
clude regularization-based methods that regularize
parameter updates to preserve important parame-
ters (Kirkpatrick et al., 2016; Seff et al., 2017);
modular-based methods that dynamically modify
the architecture (Serrà et al., 2018; Wortsman et al.,
2020); and replay-based method that recall previ-
ous experiences (Rebuffi et al., 2017; Wang et al.,
2020).

Parametric Knowledge Adaptation adapts
LLMs by updating its parametric knowledge. It
has been widely adopted across board domains,
such as code (Nijkamp et al., 2022), medical (Luo
et al., 2023), law (Colombo et al., 2024), mathemat-
ics (Azerbayev et al., 2023), multi-lingual (Chen
et al., 2024a) and finance (Ke et al., 2025; Xie
et al., 2023a; Writer, 2024) and tasks such as
function calling (Zhang et al., 2024b). Some fo-
cus on domain-specific or task-specific data cura-
tion (Yang et al., 2024b), mixture ratio (Que et al.,
2024), data-efficiency (Xie et al., 2023b), hyper-
parameters (Parmar et al., 2024) or training recipe
(Jiang et al., 2024; Yu et al., 2024; Gao et al., 2024).

Semi-Parametric Knowledge Adaptation aug-
ments LLMs with relevant information retrieved
from various knowledge sources, i.e., RAG or ex-
ternal functions, i.e., agent-based intergation.

Retrieval-Augmented Generation (RAG) is
proven effective across numerous NLP tasks, in-
cluding language modeling (Borgeaud et al., 2022;
Khandelwal et al., 2020; Shi et al., 2023), question
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answering (Ke et al., 2024; Lewis et al., 2020; Izac-
ard et al., 2022; de Jong et al., 2023; De Jong et al.,
2023; Shi et al., 2023; Guu et al., 2020; Izacard
and Grave, 2020; Xu et al., 2023), fact versifica-
tion (Lewis et al., 2020) and text generation (Lewis
et al., 2020). Specifically, RAG utilizes input as
a query and comprises two main components: a
retriever retrieves a set of items from a side corpus,
and a LLM incorporates the retrieved items, as addi-
tional information in the input context, and makes
final predictions. Depending on which components
are subject to updates, typical approaches can be
categorized into three families: adapting retrievers
and LLMs jointly, which is the most widely used
setting of RAG (Izacard et al., 2022; Khandelwal
et al., 2020; Wu et al., 2022; Guu et al., 2020; Lewis
et al., 2020); adapting LLMs only, which avoid the
costly updates of retrievers and document index
(Izacard and Grave, 2020; De Jong et al., 2023;
de Jong et al., 2023); and adapting retrievers only,
which compatible with black-box LLMs (Shi et al.,
2023; Xu et al., 2023).

Model Editing aims to adapt LLM in real-time
without the need for expensive training or even
without training (Zhang et al., 2024c; Wang et al.,
2024). Typical approaches include locate-and-edit
that first locate the position of the knowledge in
LLMs and edit the KV cache (Meng et al., 2023a,b;
Yang et al., 2024a; Gupta et al., 2024a,b), meta-
learning that employ hyper-network to learn the
editing (Tan et al., 2024; Cao et al., 2021; Mitchell
et al., 2022) and memory-based that use memory
elements to store and manipulate information dur-
ing editing (Zhu et al., 2020; Ni et al., 2024; Zheng
et al., 2023). As of now, editing is still in its infancy
and suffers from serious forgetting, in particular
when editing a sequence of samples.

Agent-based Integration augments the LLMs
with external functions. Typical approaches include
fine-tuning the LLMs for better function calling
capacities (Qin et al., 2023; Chen et al., 2023; Patil
et al., 2023; Zeng et al., 2023; Zhang et al., 2024a;
Yin et al., 2024; Chen et al., 2024b; Li et al., 2023;
Tang et al., 2023); and prompting techniques (Wei
et al., 2023; Yao et al., 2022; Shinn et al., 2023)
4 Target Audience and Estimated Size

Researchers, graduate students, and practitioners
who are interested in NLP and machine learning.
The tutorial will is particularly beneficial to peo-
ple who intend to develop machine learning and
NLP techniques and applications that can adapt the

LLM to specialized domains or tasks while pre-
serving the original learned knowledge in the LLM.
This tutorial has not been given before. Due to the
increasing popularity of LLM and its adpatation,
we estimate that there will be 100 to 150 people
attending the tutorial.

5 Diversity Consideration

The topic of LLM adaptation will be inclusive for
a broad range of communities. It will be of interest
to industrial practitioners as they aim to deploy the
best adaptive models for their targeted customers.
Additionally, academic researchers will find value
in this topic, as it essentially addresses a contin-
ual learning problem, enabling LLMs to adapt to
new environments without forgetting—an essential
step toward advancing Artificial General Intelli-
gence. This topic also makes it easier for users
to engage with LLMs, as it involves techniques
to train smaller models that can be deployed effi-
ciently. It naturally spans a wide range of domains
and tasks, making it relevant to participants inter-
ested in various specific areas.

Our presenters include both junior and senior re-
searchers from industry and academia, and we also
bring geographical diversity, with instructors from
both North America and Asia. This diverse group
of instructors will help attract a wide audience and
encourage participation from various backgrounds.

We will make our tutorial materials digitally ac-
cessible to all participants. All materials will be
publicly available before the tutorial. We will pro-
vide slides and discussion questions before the tu-
torial to the audience. During the tutorial sessions,
we will work with student volunteers to encour-
age open dialogue and promote active listening,
allowing participants to share their thoughts and
experiences without fear of judgment. After the
tutorial, we will actively collect feedback to iden-
tify areas for improvement related to diversity and
inclusion and share it with future tutorial presen-
ters. Our presenter team will share our tutorial with
a worldwide audience by promoting it on social
media, and to diverse research communities. We
will work with ACL/NAACL/EMNLP D&I teams,
and consult resources such as the BIG directory to
diversify our audience participation.

6 Ethics Statement

The tutorial will present general problems and al-
gorithms related to LLM adaptation in NLP. All
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evaluation datasets are public domain benchmarks.
Thus, the tutorial does not have any ethical issues.

7 Presenter Biography

Zixuan Ke is a research scientist at Salesforce AI
Research, where he works with Dr. Shafiq Joty
on continual pre-training of LLMs. Prior to that,
he earned his Ph.D. at the University of Illinois,
Chicago, where he worked with Dr. Bing Liu on
continual learning. His research studies how to
adapt the foundation models, particularly LLMs,
for an ever-changing world characterized by emerg-
ing domains, events, topics, or information. He
has published 25+ papers in top-tier conferences
such as ICLR, ICML, NeurIPS, NAACL, ACL,
and EMNLP with around 1.5K citations. He has
served as an Area Chair and PC member for pres-
tigious conferences such as ICLR, NeurIPS, ACL,
EMNLP, and as a reviewer for leading journals such
as Neural Networks, Neurocomputing, Artificial
Intelligence, TKDE, and TPAMI, since 2021. He
has given an invited short PhD course on continual
learning at Aalborg University in the summer of
2022 and has also given several oral presentations
at leading conferences. Further information about
him, including past talks and slides, can be found
at https://vincent950129.github.io/.

Yifei Ming is a Research Scientist at Salesforce
AI Research. He received his Ph.D. in Computer
Science from the University of Wisconsin-Madison
in 2024. His research spans both empirical and
theoretical studies, with a focus on understanding,
benchmarking, and developing novel algorithms
towards trustworthy foundation models (LLM and
VLM). He has a prolific publication record with
20+ papers in top-tier AI conferences and journals.
He co-organized several workshops and has served
on the program committees of leading machine
learning conferences and journals since 2021, in-
cluding NeurIPS, ICLR, ICML, AAAI, EMNLP,
IJCV, TPAMI, and NN. Further information can be
found at https://alvinmingsf.github.io/.

Shafiq Joty is a research director at Salesforce
Research and an Associate Professor at the Com-
puter Science Department of the Nanyang Techno-
logical University. His research has contributed to
over 30+ patents and 150+ papers in top-tier NLP
and ML conferences and journals. He has served
as a Program Chair of SIGDIAL’23, a member of
the best paper award committees for ICLR’23 and
NAACL’22, and in the capacity of a (senior) area

chair for many leading NLP and ML conferences
(e.g. NeurIPS, EMNLP, and ACL). He previously
gave tutorials at EMNLP’23, IEEEVis’22, ACL’19,
COLING’18 and ICDM’18. Further information
about him, including past talks and slides, can be
found at https://raihanjoty.github.io/.
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