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Abstract

Data visualization is integral to any Exploratory
Data Analysis (EDA) task. However, generat-
ing visualization requires expertise, presenting
a steep learning curve and a significant cog-
nitive load. Natural language interfaces for
EDA aim to lower this barrier by allowing users
to generate visualizations through natural lan-
guage queries. However, complexity remains
when EDA is performed collaboratively, requir-
ing an environment to support multi-user in-
teraction. In this thesis proposal, we discuss
challenges in user-system interaction in a col-
laborative multi-user setup, such as errors in
visualization generation due to misinterpreta-
tion of user requests. We hypothesize that a
Conversational Assistant (CA) capable of un-
derstanding user-initiated clarification requests
and generating accurate responses can improve
user experience and support collaborative EDA
tasks. To this end, we propose to develop such
a CA (Figure 1) and evaluate it through a user
study, thus examining its impact on user expe-
rience in a collaborative environment for EDA.

1 Introduction

EDA is a method for analyzing data that predomi-
nantly uses graphical techniques such as bar charts,
heatmaps etc., to uncover patterns, outliers, and
insights (National Institute of Standards and Tech-
nology (NIST), 2023) from the data. Originat-
ing from John Tukey’s Exploratory Data Analysis
(Tukey, 1977), over the years, EDA has evolved
(Mosteller and Tukey, 1977; McNeil, 1977; Velle-
man and Hoaglin, 1981) to become a vital tool
across domains like healthcare, finance, and edu-
cation (Sarker, 2021). While visualization genera-
tion plays a crucial role in EDA, the steep learning
curve associated with traditional tools often ex-
cludes non-technical users, who face challenges
in adopting these techniques for decision-making
(Sarker, 2021). To address these challenges, Sarker
suggests developing user-friendly tools catering
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Figure 1: The workflow diagram of the proposed con-
versational assistant for collaborative data visualization
(detail in Section 3.3). We focus on (A) understanding
the user’s intent, that is, data visualization requests and
clarification requests, and (B) generating data visual-
izations (i) and answers to clarification requests(ii) in
response.

to non-technical users to foster a more inclusive
and accessible data-driven work culture. Often-
times, EDA is done in multi-user collaborative set-
tings that leverage users’ diverse perspectives to
enhance sense-making. However, existing visual-
ization tools such as Tableau, MS Excel, and Plotly
cater primarily to single users, limiting multi-user
collaboration (Isenberg et al., 2011; Willett et al.,
2011; Jeong et al., 2015). This underscores a need
for extending tools to support data exploration in
collaborative environments, also keeping in mind
the need to make such systems accessible to non-
technical users. The best approach for modeling
such a tool would be a natural language interface,
with which users can perform EDA by generating
data visualizations in a collaborative multi-user en-
vironment. Further, users should be able to tell the
system what they want in an accessible setup. This
entails a CA with which users can engage using
natural language, and the system should mediate
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between the user and the visualization generator.
However, human conversations are often character-
ized by incomplete queries, ambiguous utterances
and coreferences. This necessitates the CA to ac-
commodate the characteristics of human conversa-
tion and respond meaningfully to ensure a positive
experience for the users.

Recently Bhattacharya et al. (2024) conducted a
thorough analysis by comparing an extension of the
CA Articulate?2 (Kumar et al., 2016; Bhattacharya
et al., 2023) with Articulate+ (Tabalba et al., 2022,
2023) through user studies and listed extensive in-
sight from their findings (discussed in Section 3.1).
We use these insights to motivate our research ob-
jectives and start by systematically investigating
user experiences with conversational interfaces for
collaborative multi-user data visualization (Section
3). First, we look at challenges impacting the user’s
interaction with the CA in this user study. Specif-
ically, we examine how clarification requests ini-
tiated by the users during their interaction with
the CA might help improve the user’s experience
in a multi-user, collaborative EDA task scenario.
Through this work, our goal is not only to con-
tribute a CA framework, but also an understanding
of how clarification behavior affects the interaction
quality in multi-user collaborating conversational
interfaces.

2 Related Work

Natural Language Interfaces for Data Visual-
ization: Early work on Data Visualization natu-
ral language interfaces, such as Cox et al. (2001),
used on structured grammar-based queries. Later,
with Articulate (Sun et al., 2010), free-form inter-
actions evolved, following which tools like IBM
Watson Analytics (Hoyt et al., 2016), Tableau Ask
Data (Tableau), and Datatone (Gao et al., 2015)
enhanced natural language understanding (NLU)).
Eviza (Setlur et al., 2016) and Evizeon (Hoque
et al., 2018) introduced interactive dialogue-based
exploration; however, these were without support
for visualization modification. In parallel, Shen
et al. (2022) extended Card et al. (1999)’s natu-
ral language interface pipeline by integrating NLU
and dialogue management (McNabb and Laramee,
2017), laying a foundation for NLIs in visualiza-
tion. Later, systems like NL4DV (Narechania et al.,
2021) and AUDiaL (Murillo-Morales and Miesen-
berger, 2020) integrated natural language inter-
faces into visualization pipelines, while Wrangler

(Kandel et al., 2011) and Voder (Srinivasan et al.,
2019) automated fact generation from data along
with visualization generation. Articulate2 (Kumar
et al., 2016) introduced multimodal inputs regard-
ing speech and gesture and coreference resolution
(Bhattacharya et al., 2023), but it lacked support
for multi-user data analysis. Recently, transformer-
based systems like ncNet (Luo et al., 2022) mapped
natural language to visualizations using nvBench
dataset(Luo et al., 2021), but it lacked conversa-
tional capabilities. LL.M-based tools like JarviX
(Liu et al., 2023) and VISTS5 (Voigt et al., 2023) au-
tomated visualization generation, but deployment
costs were high, and the system suffered from hallu-
cinations. Chat2Vis (Maddigan and Susnjak, 2023)
leveraged multiple LLMs but lacked interactivity
and relied on complex prompts, defeating the pur-
pose of "natural language" queries. Furthermore,
most systems were evaluated using datasets like
nvBench rather than real-time studies with users,
thus leaving gaps in understanding how real users
collaborate with such systems in EDA in multi-user
settings. Shen et al. (2023) provides a comprehen-
sive survey of natural language interfaces for data
visualization, identifying challenges and shortcom-
ings, including lack of domain knowledge, need for
advanced Natural Language Processing power to
support free-form queries, lack of leveraging user’s
conversational history and lack of datasets specif-
ically for visualization natural language interface
frameworks. While tools like LIDA (Dibia, 2023),
targeted towards non-technical users, simplify vi-
sualization generation using large language models
(LLMs), they lack support for collaborative and
interactive exploration.

Clarification Requests: Clarification Requests
(CRs) play a crucial role in grounding—the process
of establishing mutual understanding in dialogue
(Clark, 1996; Clark and Schaefer, 1989). When
humans engage in a conversation, a speaker re-
quests clarification when they do not understand
the form or content of the utterance of the other
speaker. While grounding seems natural in human-
human conversation, in human-system dialogue,
it is not trivial, and so is identification and gen-
eration of clarification by the conversational sys-
tem. Early foundational work by Ginzburg and Sag
(2001) categorized clarification requests (CRs) into
reprise interrogatives—including echo and refer-
ence questions—and elliptical forms like reprise
sluices. Purver et al. (2001) expanded this with non-
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reprise clarifications, gaps, and gap fillers, while
Gabsdil (2003) and Schlangen (2004) introduced
finer-grained categories such as partial repetitions,
reformulations, semantic clarifications, and acous-
tic misunderstandings. Much of the existing re-
search on CR has focused on those initiated by the
system, typically triggered by ambiguous user in-
put, speech recognition errors, or underspecified
intent. A comprehensive overview of these can be
found in the work of Rahmani et al. (2023). In
contrast, in this thesis, the focus is on user-initiated
clarification requests. One notable effort in this
direction is the work by Madureira and Schlangen
(2023), who annotated user-initiated CRs in the
CoDraw dataset (Kim et al., 2019), a multi-modal,
goal-oriented collaborative dialogue corpus. Their
study highlights how instruction followers request
clarification when facing ambiguous instructions,
underscoring the importance of modeling such in-
teractions in collaborative settings.

3 Proposed Research

Effective collaboration in an EDA task requires a
CA to enable users to interact naturally, as with
a human collaborator. This effectiveness also de-
pends on its ability to respond correctly to user
inputs. After a closer inspection of user interac-
tions from Bhattacharya et al. (2024)’s work, we
found some challenges that impact the system’s us-
ability and overall user experience. We put forward
these challenges next and discuss how they lead us
to the research question of this proposal.

3.1 Motivation and Research Question

An analysis of user study transcripts from Bhat-
tacharya et al. (2024) uncovered key limitations in
system behavior that impact user experience, listed
in Table 1. In the user study, the users were ex-
ploring a COVID-19 dataset for all counties in the
United States (U.S.)(Tiwari et al., 2021) to com-
plete two timed EDA tasks. The dataset has at-
tributes like COVID vulnerability rank, Poverty
rate, Diabetes rate, and County types, among oth-
ers. The system generated data visualizations like
bar charts, line charts, choropleth maps and heat
maps based on requests for visualization from the
users.

A promising solution to these challenges can
be found in the concept of grounded clarifica-
tions, introduced by Benotti and Blackburn (2021).
Grounded clarifications are clarification requests

tied to specific real-world contexts or modalities
(e.g., visual, auditory), ensuring mutual understand-
ing between participants in a conversation. Ac-
cording to the paper, for an utterance U, a subse-
quent turn is considered a grounded clarification
in modality m if there is a lack of positive evi-
dence of understanding in that modality. Returning
to the observations in Table 1, we can see how
grounded clarifications appear in those scenarios.
These examples show how answering clarification
requests would allow the system to effectively ad-
dress user’s confusion or lack of understanding of
an earlier response by the system. Moreover, in
multi-user natural language interface settings for
data visualization, clarification needs to extend be-
yond linguistic content, encompassing visual and
contextual references. For instance, users can ask
for a clarification request grounded in visual modal-
ity based on a chart they are currently exploring
on the workspace of the natural language inter-
face. As noted by Benotti and Blackburn (2021),
grounded clarifications extend to the physical and
contextual environment, reinforcing the necessity
for accurate identification and response by the CA.
Therefore, by focusing on user-initiated clarifica-
tion requests, the conversational system can lever-
age these clarifications as opportunities to provide
correct responses to the user. At the same time,
these responses must also be accurately grounded
in context and aligned with the user’s intent.
This leads us to our research question:

RQ: How do user-initiated clarification requests
impact user experience concerning system func-
tionality, interpretability, and overall usability ?

These three key terms capture complementary di-
mensions of user experience with a conversational
assistant: functionality, referring to the system’s
ability to respond appropriately to user input; in-
terpretability, denoting how well users can under-
stand the system’s behavior; and usability, which
reflects users’ overall ease and effectiveness of in-
teraction. We return to these definitions in detail in
Section 3.4.

We aim to answer the research question by
proposing three contributions. First, we plan to
create an annotated corpus of multi-user dialogue
interactions with a CA for data visualization, de-
tailed in Section 3.2. Second, we propose a CA
framework with components leveraging our cus-
tom dataset described in Section 3.3. Finally, we
plan to conduct a user study with participants inter-
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Table 1: Common system challenges observed during user interaction and their corresponding clarification grounding

modality

# Issue and Description Example

Modality

1 No Response: System fails to User 1: "Can we look at all the rural areas in the United States?"
respond due to TTS errors or System: Generates a map based on an earlier utterance.

misclassified dialogue acts.
User 2: "Louder."

Auditory: Users rephrase or adjust
their requests when the system fails

User 1: "Are those the rural areas in the United States?" (Expecting clarification) to respond, demonstrating reliance

on auditory clarification.

User 1: "No, it cannot be louder... I mean, I’'m pretty sure there’s no probable

generation for this..."

2 Incorrect Visuals:

match user queries.

System User: "Show me the poverty data by county type."
generates charts that do not System: Generates a map of poverty rates for all counties.
User: "Is this the most recent map?" (Seeking clarification)

Visual: Users seek clarification
on unintended or redundant visual-
izations, indicating a need for re-
sponses grounded in visual informa-
tion.

3 Redundant Charts: System User: "Show me a map of diabetes."

generates repetitive charts that System: Generates a map of diabetes risk for all counties.
User: "Can I see a map of diabetes risk for Midwest and Northeast?"
System: Generates the same map again (redundant).

do not add value.

Visual: Users seek clarification
on unintended or redundant visual-
izations, indicating a need for re-
sponses grounded in visual informa-

User: "Does it respond to multiple parameters?" tion.

4 Misinterpreted References: User 1: "I want uninsured rate for different counties."

Ambiguous references lead to System: Generates a grouped bar chart for uninsured rate by county type.
User 1: "I don’t understand what these bar charts are for..."
User 2: "Is it grouping them by county type?"

incorrect responses.

Temporal: Users reference pre-
vious visualizations or utterances
for clarification, requiring responses
grounded in a temporal context.

System: Generates a U.S. map of county types instead of clarifying.

acting with the CA (Section 3.4). This study will
help us examine the user experience with the CA,
which can generate data visualization and natural
language responses to user-initiated clarification
questions.

3.2 Dataset

We discussed how identifying and handling user-
initiated clarification requests (CRs) can be critical
to task-oriented and collaborative dialogue systems.
While there is research on the generation of CRs
by CAs, the identification of CRs remains mostly
unexplored. Recent efforts, such as Madureira and
Schlangen (2023), have addressed this gap by anno-
tating datasets like CoDraw with instructional CRs.
However, a general understanding and categoriza-
tion of user-initiated CRs are still evolving. More-
over, multi-user dialogue corpora remain scarce, de-
spite growing interest in modeling collaborative in-
teractions in task-oriented settings (Jo et al., 2023).
To address this gap, we propose creating a cus-
tom dataset based on the COVID(T) corpus from
Bhattacharya et al. (2023, 2024), which includes
8,440 utterances from a user study setup where
two users collaborate on an EDA task. The CA in
this setup generates data visualizations only based
on the users’ requests. We conducted preliminary
annotation of 541 utterances(a random significant
sample with a +4.1% margin of error at 95% confi-
dence) by two annotators (Cohen’s Kappa: 0.88),
where 5.54% of utterances were user-initiated clar-
ification requests and 30.3% were visualization

requests. Here, we define clarification requests
as utterances where a user explicitly or implicitly
asks for additional information to understand prior
system or user input during the collaborative EDA
task. Please note that this is a three-way interaction
between human-human and human-system. There-
fore, our initial annotation includes CRs directed
to both the system and the other user, capturing the
full range of clarification behavior during the ex-
ploratory tasks. Next, following Bhattacharya et al.
(2024), we define Visualization requests as utter-
ances where the user asks the system to generate a
specific data visualization or refine a previous one.
Although CRs appear less frequently (Madureira
and Schlangen (2023) also reported that 11.36 %
of instructional dialogues included user-initiated
CRs), their importance in human-system interac-
tion has been discussed by researchers (Rahmani
et al., 2023). Thus, we hypothesize that explicitly
supporting CRs can potentially encourage users to
seek clarity and improve interaction quality. In-
spired by Benotti and Blackburn (2021), we pro-
pose annotating CRs in our dataset based on their
grounding modalities as discussed in Section 3.1
and Table 1. While Benotti and Blackburn also
included Socioperception and Kinesthetic modali-
ties, these are irrelevant to our setup. Instead, the
Temporal Modality is particularly important for ad-
dressing references to prior user interactions or
visualizations.

For training and evaluating the system’s ability
to generate responses to CRs, annotations will also
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include the ideal responses for each clarification
request. Additionally, we will identify whether the
required information comes from internal sources
(e.g., dialogue history, knowledge base) or exter-
nal sources (e.g., CDC, Wikipedia). While this
work focuses on generating responses using inter-
nal sources, annotations for external sources will
support future research on broader response gen-
eration tasks. Further, the transcripts mentioned
above for the proposed dataset were collected in
the context of COVID-19-related EDA. However,
task design and user interactions can be general-
ized for collaborative data exploration in any do-
main (Bhattacharya et al., 2024), making the find-
ings applicable to other domains. Unlike existing
datasets like CoDraw(Madureira and Schlangen,
2023; Kim et al., 2019) which has scene recon-
struction tasks or MultiWOZ (Budzianowski et al.,
2018) or its multi-user variant (Jo et al., 2023),
which focuses on IC/SF tasks in service-oriented
dialogues, through the proposed dataset we plan
to capture open-ended, multi-user dialogue on ex-
ploratory analysis of data. Overall, this dataset and
annotation framework will enable the development
of a conversational assistant capable of address-
ing user-initiated clarification requests effectively,
improving user-system interaction in task-oriented
dialogue systems.

3.3 Proposed Workflow

The proposed workflow of the CA shown in Fig-
ure 1 begins with speech-to-text transcription using
Whisper (Radford et al., 2023), followed by Intent
Classification and Slot Filling (IC/SF), which clas-
sifies an input utterance as either a Visualization
Request, a Clarification Request, or None (here
the system keeps listening for the next utterance).
For SF, the system extracts relevant slots using the
Knowledge Ontology of the dataset being explored
by the users of the CA. If the user requests for a
visualization generation, the system formulates an
SQL query, retrieves data from an SQLite database
(containing the data being explored), and generates
Vega-Altair Python code '. Unlike Bhattacharya
et al. (2023, 2024), we plan to generate the python
code instead of Vega-Lite Grammar(Satyanarayan
et al., 2017), enabling evaluation with the nvBench
dataset(Luo et al., 2021). The Python code can be
easily converted to Vega-Lite later for screen ren-

"https://altair-viz.github.io/ (a Python library
built on top of Vega-Lite grammar for generating visualiza-
tions)

dering. We plan to implement SQLite query and
Vega-Altair code generation using symbolic reason-
ing, as done by Bhattacharya et al. (2023, 2024).
Even though LLMs can generate satisfactory SQL
Queries and Python codes, we choose this approach
for its simplicity and reliability, avoiding any la-
tency or hallucination that might come with using
LLMs. For CRs, generated responses are informed
by the dialogue History, which tracks user utter-
ances, predicted intents, identified slots, and prior
responses to user-initiated CRs. The final response
output is displayed on the system interface for vi-
sualizations and via speech and display for natural
language responses to clarifications, ensuring an
interactive experience. Now, we focus on the pro-
posed implementation of two core components: (1)
IC/SF and(2) CR Response Generation.

IC and SF are essential for systems performing
spoken language understanding (SLU). IC predicts
the user’s intent ¥inene from an input sequence X,
which includes the current utterance U; and previ-
ous turns. SF extracts slot labels y; for each token
x;and verifies them against a knowledge base K to
ensure domain-specific standardization. In this pro-
posal, we discuss two approaches for IC/SF. The
first approach extends BERT-SLU (Zhang et al.,
2019) by incorporating dialogue history, allow-
ing it to process both the current utterance U; and
preceding turns. To enhance domain adaptation,
we propose integrating AdapterFusion (Pfeiffer
et al., 2021), combining an SLU-specific adapter
(e.g.trained using the ATIS dataset (Hemphill et al.,
1990)) with another adapter fine-tuned on our cus-
tom dataset, mitigating catastrophic forgetting. The
second approach builds on ILLUMINER (Mirza
et al., 2024), which involves adapting instruction-
tuned LLMs with PEFT adapters to improve con-
textual awareness in a task-oriented conversational
assistant. Mirza et al. (2024) experimented with
LLMs specifically fined-tuned for instruction fol-
lowing like FLAN-T5(google/flan-t5-xx1), Vicuna
(Imsys/vicuna-13b-v1.5, from Llama?2) etc., and we
plan to start by experimenting with the same LLMs.
We also propose incorporating dialogue history into
structured prompts. For example, "Given the <di-
alogue_history>, identify the intent and slots for:
‘Can I see COVID risk in the midwestern US?°”.
Finally, we plan to perform knowledge base verifi-
cation with both the proposed approaches to ensure
slot labels align with domain terminology.

To evaluate IC, we plan to use metrics like accu-
racy, precision, recall, and F1-score, as well as a
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confusion matrix to analyze errors. For measuring
the correctness of slot labeling, we propose using
metrics like slot F1 score, exact match ratio, and
slot error rate.

CR Response Generation: CRs arise when
users refine their queries to seek a better under-
standing of the visualizations or to explore data.
Please recall that we plan to classify CRs into three
modalities: visual (users clarify based on interface
data), auditory (users repeat or rephrase due to
system non-responsiveness), and temporal (users
reference prior utterances or visualizations). We
hypothesize that incorporating modality labels can
enhance response accuracy. Thus, to develop a ro-
bust CR-handling approach, we must first annotate
the dataset to classify CRs by modality as well as
annotate the ideal responses for each of these CRs
in order to train the models.

This component can be evaluated on two as-
pects—predicted modality and generated re-
sponse. Accuracy can be used for modality, while
objective response evaluation will be performed
using ROUGE, BLEU, and BERTScore. While
these metrics are not exhaustive, they provide a
useful approximation of the quality of the gener-
ated responses. Additionally, we plan to employ
human annotators to assess Relevance, Fluency,
Informativeness, and Factual Correctness on a 5-
point Likert scale.

3.4 User Study for CA Evaluation:

One of the primary goals of this thesis is to evaluate
the CA by recruiting participants who would inter-
act with the system and thoroughly investigate their
experience with it. Please recall, in our RQ, we
mention system functionality, interpretability and
overall usability. Bhattacharya et al. (2024) discuss
these three features and how they impact the design
consideration of the CA. Regarding functionality,
they highlight that the CA, as an interactive system,
generates visualizations in response to user utter-
ances. The number of utterances processed, types
and numbers of visualizations produced etc., are
thus artifacts of the user-system interaction, shap-
ing the user’s experience with the system. The au-
thors analyze these components and conclude that
an optimal latency in processing utterances and gen-
erating visualizations is critical for avoiding over-
whelming users or causing frustrating delays. Next,
they point out that a CA must be interpretable; that
is, the users should be able to comprehend and un-
derstand why the system produces specific visual-

izations and responses or, in other words, post-hoc
interpretability (Gilpin et al., 2018). They mea-
sure the understanding of system output through
the conclusions drawn by the users at the end of
each open-ended EDA task. The authors suggested
that the interpretability of the system can impact
the take-aways of data analysis tasks by the users
of the CA. Finally, the authors discuss usability
of the system and how it affects the user’s percep-
tion of the CA. They quantified usability through
the post-study ratings given by the users for the
usefulness of generated visualizations and ease of
using the natural language interface. Therefore, to
answer the RQ, we plan to start with replicating the
study setup by Bhattacharya et al. (2024) and quan-
tifying the user’s experience through the quantities
discussed above. Additionally, we plan to perform
a qualitative evaluation of the responses generated
by the CA to user-initiated CRs. However, we must
remember that COVID-19 was still more relevant
in 2022 when Bhattacharya et al. (2024) conducted
their study, compared to 2025, when we plan to
perform ours. As a result, we will primarily fo-
cus on the qualitative evaluation of CR responses
and user experience measures rather than directly
comparing them with the results of the past user
study.

4 Conclusion

Overall, this thesis proposal emphasizes the impor-
tance of designing a CA for EDA and evaluating it
in real-time with users. Beyond EDA, developing
such a user-centric CA framework has broader im-
plications for data-driven decision-making. With
77% of U.S. organizations relying on such data-
driven strategies 2, an interactive CA can help
non-technical users make data-informed decisions.
Recent studies (Szukits and Moricz, 2024; Tawil
et al., 2024) further highlight the role of data-driven
methodologies in organizations of all sizes. By en-
abling intuitive, context-aware interactions, such a
CA framework can enhance collaborative data ex-
ploration and make data visualization more acces-
sible, thereby improving decision-making across
diverse domains.

2https://www.statista.com/
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