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Abstract

Large language models (LLMs) like GPT-4
and LLaMA-3 offer transformative potential
across industries, e.g., enhancing customer
service, revolutionizing medical diagnostics,
or identifying crises in news articles. How-
ever, deploying LLMs faces challenges such
as limited training data, high computational
costs, and issues with transparency and ex-
plainability. Our research focuses on distill-
ing compact, parameter-efficient tailored lan-
guage models (TLMs) from LLMs for domain-
specific tasks with comparable performance.
Current approaches like knowledge distilla-
tion, fine-tuning, and model parallelism address
computational efficiency but lack hybrid strate-
gies to balance efficiency, adaptability, and ac-
curacy. We present ANON - an adaptive knowl-
edge distillation framework integrating knowl-
edge distillation with adapters to generate com-
putationally efficient TLMs without relying on
labeled datasets. ANON uses cross-entropy
loss to transfer knowledge from the teacher’s
outputs and internal representations while em-
ploying adaptive prompt engineering and a pro-
gressive distillation strategy for phased knowl-
edge transfer. We evaluated ANON’s perfor-
mance in the crisis domain, where accuracy
is critical and labeled data is scarce. Experi-
ments showed that ANON outperforms recent
approaches of knowledge distillation, both in
terms of the resulting TLM performance and in
reducing the computational costs for training
and maintaining accuracy compared to LLMs
for domain-specific applications.

1 Introduction

In recent years, Large Language Models (LLMs)
have revolutionized the way we interact with tech-
nology, setting a dominant trend in the current era
of artificial intelligence. Industries are transform-
ing themselves by including LLMs applications
ranging from medical diagnostics leveraging in-
terpretable LLM-based solutions (Bisercic et al.,

2023), to financial risk analysis and market model-
ing (Wu et al., 2023), and real-time crisis detection
by analyzing text data from news articles and social
media (Saxena et al., 2024; Janzen et al., 2024). De-
spite their impressive capabilities, the deployment
of LLMs for domain-specific tasks faces signifi-
cant challenges. Full fine-tuning of these models
requires vast labeled datasets and computational
resources, discouraging many organizations, partic-
ularly those with constrained budgets. Therefore,
effective strategies for model compression are crit-
ical to enable broader, practical use of LLMs in
resource-constrained environments.

Existing research to address model compression
and adaptation include knowledge distillation (KD)
(Gu et al., 2023; Sanh et al., 2019), parameter-
efficient fine-tuning (PEFT) (Ding et al., 2023),
and model pruning (Fan et al., 2021). They essen-
tially streamline a large model into a more efficient
version without significant loss of performance.
KD transfers knowledge from a larger "teacher"
model to a smaller "student" model, preserving per-
formance while reducing computational overhead
(Dasgupta et al., 2023; Hsieh et al., 2023; West
et al., 2022; Ko et al., 2024). PEFT approaches,
such as Adapters (Houlsby et al., 2019), BitFit (Za-
ken et al., 2021), and LoRA (Hu et al., 2022), opti-
mize a subset of parameters, allowing task-specific
adaptation with minimal resource usage. Similarly,
prompt-based tuning techniques, including prefix
and prompt tuning, inject domain-specific informa-
tion into model inputs without modifying the core
architecture. However, these methods often oper-
ate in isolation, lacking hybrid mechanisms that
integrate their strengths to address the trade-offs
between memory efficiency, computational cost,
task-specific performance and data limitation. Re-
cent work, such as adapter distillation (Wang et al.,
2023) and language universal adapters (Shen et al.,
2023), highlights the potential of combining tech-
niques but leaves room for further exploration of
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hybrid approaches optimized for domain-specific
applications.

To address these limitations, we propose ANON,
a novel framework that combines KD with adapter-
based PEFT for computationally efficient distilla-
tion of LLMs into domain-specific task language
models (TLMs). ANON transfers knowledge us-
ing cross-entropy loss, using the teacher’s output
distribution and internal representations to retain
both high-level abstractions and domain-specific
details. The framework employs adaptive prompt
engineering to optimize distillation, using data-
driven prompts to effectively align teacher and
student models effectively (Mishra et al., 2023).
Additionally, ANON incorporates a progressive dis-
tillation strategy, transferring knowledge in stages
from simpler to more complex tasks for compre-
hensive learning. Lightweight adapter modules,
trained independently while freezing the rest of the
model, significantly reduce computational costs,
making ANON an efficient and scalable solution
for domain-specific applications.

We evaluate ANON on a crisis-signaling task,
focusing on early detection of potential crises us-
ing a corpus of 219,292 news articles. Follow-
ing the experimental design outlined in (Saxena
et al., 2024), we assess ANON’s performance us-
ing teacher-student pairs from LLaMA-2 (Touvron
et al., 2023), OPT (Zhang et al., 2022), and GPT-2
(Radford et al., 2019). These evaluations bench-
mark ANON against baseline KD methods. The re-
sults demonstrate that ANON achieves superior per-
formance with significantly lower resource require-
ments. For instance, the student model LLaMA-
27BANON , distilled from the LLaMA-213B teacher
surpasses the teacher’s performance while reducing
resource consumption by up to 95.24%. These find-
ings highlight ANON’s capacity to balance com-
putational efficiency and domain-specific task per-
formance, offering a scalable solution for resource-
constrained AI applications.

2 Adaptive knowledge distillation for
domain-specific TLMs

We propose ANON, an adaptive knowledge distilla-
tion framework designed to efficiently distill LLMs
into domain-specific task language models (TLMs)
as shown in Fig:1. ANON integrates lightweight
adapter layers into the student model, enabling effi-
cient training by focusing the distillation process
on these new parameters while freezing the rest of

the architecture. The framework employs cross-
entropy loss to align the student model’s predic-
tions with the teacher’s output distribution, facil-
itating accurate transfer of knowledge. By lever-
aging adapters such as LoRA, QLoRA, and Series
Adapters (Dettmers et al., 2023), ANON further
optimizes training efficiency and reduces compu-
tational costs without compromising model perfor-
mance. The framework also leverages a progressive
distillation strategy, where knowledge transfer is
conducted in stages, starting with simpler tasks and
gradually progressing to more complex ones. This
hybrid approach produces a computationally effi-
cient student model, StudentANON , that achieves
performance comparable to its teacher while sig-
nificantly reducing resource requirements. The re-
sultant model is well-suited for domain-specific
applications such as medical diagnostics, risk man-
agement, and customer support, providing scalable
and deployable solutions for real-world tasks.

2.1 Prompt Generation

ANON uses task-specific prompts to guide knowl-
edge distillation between teacher and student mod-
els. Inspired by PromptAid (Mishra et al., 2023),
the prompts follow a general structure with an op-
tional system prompt, a mandatory user instruction
describing the task, and a response format speci-
fying machine-readable outputs. Prompts are tai-
lored to the requirements of specific tasks and mod-
els. For example, a news article classification task
might use a prompt like: "Classify the following
news article into one of these categories: ’risk and
warning,’ ’caution and advice,’ or ’safe and harm-
less.’ Input: Energy sector warns of impending
shortages and surging bills in upcoming months."
These generated prompts serve as inputs to both the
teacher and student models, aligning their learning
objectives with the task.

2.2 ANON Workflow

Creating computationally efficient, domain-
specific task language models (TLMs) requires
balancing performance and resource constraints.
The ANON framework introduces a compre-
hensive solution through adaptive knowledge
distillation, employing a teacher-student architec-
ture augmented with lightweight adapters. The
teacher model, a large pre-trained language model
such as LLaMA-3.1(405B; 70B) or GPT-4, serves as
the source of rich, generalized knowledge. The
student model, a smaller, efficient alternative like
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Figure 1: A detailed architecture of ANON the adaptive knowledge distillation for TLMs framework.

LLaMA-27B or GPT-2, is trained to replicate
the teacher’s outputs, reducing computational
overhead while maintaining comparable perfor-
mance. The distillation process ensures the student
model aligns with the teacher model’s output
probability distribution. This alignment is achieved
by designing prompts (x) that guide both models
in generating the desired outputs. The teacher
model’s predictions (y) serve as ground truth for
training the student. The optimization objective is
formalized using the cross-entropy loss function:

L(y, ŷ) = −
M∑

c=1

yo,c log(ŷo,c) (1)

Here, M denotes the number of classes, while
yo,c and ŷo,c represent the true and predicted prob-
abilities for class c. By minimizing this loss, the
student model’s predictions (ŷ) progressively align
with those of the teacher, enabling robust perfor-
mance with reduced computational complexity dur-
ing inference.

To mitigate the resource demands of the distil-
lation process, ANON integrates adapters within
the student model. These adapters are small train-
able modules that fine-tune specific components of
the model while freezing the rest. By limiting up-
dates to these adapters, ANON minimizes resource
consumption during training, addressing the com-
putational overhead associated with recalculating

gradients and backpropagating errors for a large
number of parameters. This targeted approach en-
sures that the student model achieves performance
comparable to the teacher model while significantly
reducing both training and inference costs.

3 Implementation and Evaluation

Based on the proposed framework (cf. Figure1),
we implemented ANON for crisis signaling task
following the experimental design outlined in (Sax-
ena et al., 2024; Hassanzadeh et al., 2022). In the
end, the distilled StudentANON provides domain-
specific crisis signals and delivers alerts with confi-
dence and severity levels.

3.1 Data Collection and Processing
An open-domain crisis signaling dataset of 219,292
news articles spanning 42 languages was used for
ANON distilling. The dataset covered diverse
crises such as supply chain disruptions, refugee
movements, and economic instability. The dataset
was compiled using keyword expansion and re-
trieved via the event registry API11. The pre-
processing involved standard text cleaning (e.g.,
removal of special characters and punctuation) and
a two-stage filtration pipeline (Saxena et al., 2024).
This resulted in a reduced dataset of 137,308 arti-
cles, representing 62% of the original corpus.

1https://www.newsapi.ai
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Datasets #Datapoints Date Range #Languages #2-Step Filtration

Bushfires_Australia 9,035 2020 - 2022 23 4,509
Semiconductor_Shortage 19,449 2020 - 2022 7 11,193
Refugee_Crisis 82,671 2017 - 2019 31 53,109
Economic_Crises 107,220 2018 - 2022 34 67,868
Shipping_Port_Issues 917 2020 - 2022 1 629
Sum (Σ) 219,292 2017 - 2022 42 137,308

Table 1: Distribution of extracted and processed news articles across different stages of ANON training

We evaluate ANON’s performance using real-
world crisis newspaper datasets. (Saxena et al.,
2024) provide a comprehensive descriptive analysis
of these datasets, including distributions and ranges.
For our study, we used 319 human-annotated arti-
cles centered on economic recessions and energy-
related crises (e.g., supply chain disruptions, energy
availability, and costs). These articles serve as a
benchmark for model validation.

3.2 Training paradigm

The distillation process begins by generating
prompts (x), using the prompt template2.1 for the
classification task. Following (Gu et al., 2023),
we use three teacher-student pairs: (LLaMA-213B,
LLaMA-27B; OPT13B, OPT1.3B; and GPT-21.5B,
GPT-2124M). Prompts generated classify news arti-
cles into risk and warning, caution and advice, and
safe and harmless. Few-shot prompting with 20
expert-annotated samples enhances teacher predic-
tions. Once tuned, prompts were passed to teacher
and student models for generating the classification
predictions y and ŷ. The teacher model’s output y
serves as the true label during the distilling process.
To minimize the divergence between the predicted
probability distribution of the teacher and student
models we use the cross-entropy loss function.

To optimize efficiency, we integrate Quantized
Low-Rank Adapters (QLoRA), which apply 4-bit
quantization and low-rank decomposition to self-
attention layers. The weight matrices are factorized
into two smaller matrices, A and B, controlled by
rank r. After experimenting with 4, 8, 32, and 64
across all models, empirical tuning determined r
= 64 as the best trade-off between compression
and accuracy, based on the findings of (Hu et al.,
2022). We use 4-bit NF4 precision, a cosine learn-
ing rate schedule (2e-4) with a 0.03 warmup ra-
tio, and paged AdamW (32-bit) with weight decay
(0.001) and max gradient norm (0.3). A dropout
rate of 0.1 mitigates overfitting, and gradient check-

pointing enhances memory efficiency.
This phased knowledge transfer strategy enables

ANON to achieve high accuracy while significantly
reducing computational overhead, making it well-
suited for real-world crisis monitoring.

4 Results

We evaluated ANON on the (Saxena et al., 2024)
benchmark, using accuracy, F1, sensitivity, and
specificity (Table 2). Our experiments compare
teacher models, standard student models, KD-
based students, and ANON-trained students.

In some cases, ANON outperformed standard
KD and surpassed the teacher model. Notably,
LLaMA-27BANON achieved 74.22% accuracy, ex-
ceeding both its teacher (71.19%) and KD-based
student (74.06%), demonstrating enhanced gener-
alization (Furlanello et al., 2018). Despite a 10x
parameter reduction in OPT models and a 91.7%
reduction in GPT-2, ANON preserved competi-
tive performance even against the traditional KD
method despite being far more efficient. Sensitivity
generally exceeded specificity due to dataset im-
balance, highlighting the need for bias mitigation
strategies.

We also verified the performance of ANON for
resource consumption. Our finding, detailed in Ta-
ble 3 reveals that adding adapter modules into each
student model leads to a remarkable decrease in
computational demand. For the LLaMA-27BANON

model, there was a drastic reduction in memory re-
quirements from approximately 84Gb to 4Gb when
transitioning from standard KD to ANON, mark-
ing a 95.24% decrease. This result showcased the
ANON’s ability to maintain a comparable perfor-
mance (cf. Table 2) while substantially lowering
the memory requirements (cf. Table 3). Further-
more, ANON also reduced the number of train-
able parameter counts by 99.43% for the LLaMA
family case. In the case of the OPT and GPT-2
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Model #Params Method Accuracy F1 Sensitivity Specificity

LLaMA-2 13B Teacher Model 71.19 68.45 78.39 62.72
7B Student Model 66.23 64.88 69.1 58.49

7BKD KD 74.06 72.37 77.8 62.29
7BANON ANON 74.22 71.02 73.59 62.8

OPT 13B Teacher Model 62.31 61.94 70.72 58.06
1.3B Student Model 46.92 41.03 42.5 39.38

1.3BKD KD 59.7 58.2 61.58 57.46
1.3ANON ANON 56.38 57.95 54.37 55.71

GPT-2 1.5B Teacher Model 53.89 51.76 51.93 48.47
124M Student Model 34.70 33.72 40.68 38.07

124MKD KD 42.92 40.8 47.61 41.06
124MANON ANON 40.68 40.02 47.33 38.8

Table 2: Result of the teacher and student models using ANON approach on crisis test datasets, including accuracy,
F1 score, sensitivity, and specificity (Legend: KD = Knowledge Distillation; ANON = Adaptive Knowledge
Distillation for Tailored Language Models)

LLaMA-27B OPT1.3B GPT-2124M

16-bit float 4-bit float 16-bit float 4-bit float 16-bit float 4-bit float

Model Weights 14Gb 3.5Gb 2.6Gb 0.65Gb 0.24Gb 0.06Gb
Gradients 14Gb 0.08Gb 2.6Gb 0.04Gb 0.24Gb 0.0014Gb
Optimizer States 28Gb 0.16Gb 5.2Gb 0.08Gb 0.49Gb 0.0028Gb
gradients copy (fp32) 28Gb 0.16Gb 5.2Gb 0.08Gb 0.49Gb 0.0028Gb

Total ~84Gb ~4Gb ~15.6Gb ~0.85Gb ~1.48Gb ~0.066Gb

Table 3: Result of the memory consumption for LLaMA-27B, OPT1.3B, and GPT-2124M models after applying ANON
framework using QLoRA as an adapter.

model families, similar efficiency gains are evident,
which shows the ANON adaptability across differ-
ent model sizes and architectures. In summary, the
ANON framework enabled considerable compu-
tational savings without compromising the model
performance.

5 Conclusion

In this work, we present ANON, adaptive knowl-
edge distillation for tailored language models
(TLMs). ANON addresses the challenges of lim-
ited training data and significant computational
constraints associated with training and deploy-
ing LLMs for specific use cases. ANON lever-
ages adapters and knowledge-distilling approach to
achieve high performance and parameter efficiency
in domain-specific applications. It can manage
the complexities of dealing with a large corpus
of data, supporting multilingual data processing
without the burdensome costs associated with fine-

tuning LLMs for downstream tasks. Additionally,
it also addresses the issues of transparency, explain-
ability, and maintaining accuracy in the complex
high-parameter count model. To evaluate our ap-
proach we experimented with three different lan-
guage model families for teacher-model distilling
using a QLoRA adapter for crisis signaling task.
The results showcased ANON’s capability in terms
of accuracy and resource consumption for practi-
cal scenarios of crisis signaling tasks. It achieved
comparable and even exceeded the performance of
teacher models, while significantly lowering mem-
ory usage by up to 95.24% and reducing parameters
by 99.43% for some cases. Our framework not only
advances the application of LLMs in crisis man-
agement but also lays a solid foundation for future
research across various domains.
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A Example Appendix

A.1 Background on Knowledge Distillation
and QLoRA

Knowledge Distillation (KD) transfers knowledge
from a large teacher model to a smaller student
model by training the student to mimic the teacher’s
output distributions (Gou et al., 2021). It enables

efficient deployment of Large Language Models
(LLMs) by reducing computational overhead while
preserving performance. KD is categorized into
offline, online, and self-distillation (Xu et al., 2024).
We adopt offline distillation, where a pre-trained
LLM acts as a teacher to guide a smaller student
model.

QLoRA (Dettmers et al., 2023), an extension
of Low-Rank Adaptation (LoRA), integrates quan-
tization into adaptation to enhance training and
inference efficiency. By reducing weight preci-
sion from Float32 to int4, QLoRA significantly
lowers memory usage and accelerates computa-
tion, making it well-suited for parameter-efficient
fine-tuning (PEFT). It also improves memory ef-
ficiency through three key innovations. First, it
introduces 4-bit NormalFloat (NF4), optimized for
weights with a normal distribution, reducing the
memory footprint. Second, Double Quantization
applies quantization not only to model weights but
also to quantization constants, further compressing
storage. Third, paged optimizers dynamically man-
age memory, mitigating spikes during large-scale
model training.

A.2 Prompts Examples
Fig. 2 illustrate the prompts used in our experi-
ments. For all experiments, we employ teacher-
student pairs such as LLaMA-2 (13B → 7B), OPT
(13B → 1.3B), and GPT-2 (1.5B → 124M). These
prompts are designed to provide clear and precise
guidance for the distilling process. The customiza-
tion of prompts for fine-tuning is dependent on
the specific requirements of different models, al-
though a general structure is commonly observed
(Mishra et al., 2023). This structure typically in-
cludes an optional system prompt, such as ’Below
is an instruction that describes a task’, followed
by a mandatory instruction detailing the task, for
instance, ’Classify the article into one of these cat-
egories: ’risk and warning’, ’caution and advice’,
and ’safe and harmless”. User prompts are also
incorporated to provide explicit instructions. The
process concludes with the addition of the input
article and, for fine-tuning purposes, the ground
truth in terms of the output. For example, an input
’Energy sector warns of impending shortages and
surging bills in upcoming months.....’ would have
an output ’risk and warning’. Thus, a comprehen-
sive prompt might be formulated as: "Below is an
instruction that describes a task. Instruction:the
crisis article into one of these categories ’risk and
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Figure 2: Detailed prompt to extract ground truth labels from the teacher model.

warning’, ’caution and advice’, and ’safe and harm-
less’; Input: Energy sector warns of impending
shortages and surging bills in upcoming months;
Output: ’risk and warning’". To enhance outcomes,
incorporating a few manually curated input exam-
ples for few-shot prompting with domain-specific
samples is recommended. This approach under-
scores the pivotal importance of precise and thor-
ough prompt design in facilitating effective training
and knowledge distillation.
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