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Abstract

Native Language Identification (NLI) is the
task of automatically identifying the native lan-
guage (L1) of individuals based on their second
language (L2) production. The introduction
of Large Language Models (LLMs) with bil-
lions of parameters has renewed interest in text-
based NLI, with new studies exploring LLM-
based approaches to NLI on English L2. The
capabilities of state-of-the-art LLMs on non-
English NLI corpora, however, have not yet
been fully evaluated. To fill this important gap,
we present the first evaluation of LLMs for mul-
tilingual NLI. We evaluated the performance
of several LLMs compared to traditional sta-
tistical machine learning models and language-
specific BERT-based models on NLI corpora
in English, Italian, Norwegian, and Portuguese.
Our results show that fine-tuned GPT-4 models
achieve state-of-the-art NLI performance.

1 Introduction

Individuals proficient in a language have the
ability to identify accent patterns in non-native
speech (Major, 2007). Automatically identifying
a speaker’s native language (L1) when speaking
a second language (L2) on the basis of pronunci-
ation, stress, and prosodic patterns has been sub-
stantially explored in speech-based NLI (Krishna
et al., 2019). Similarly, in text-based NLI, linguis-
tic patterns common to an individual’s L1 such as
word choices, syntax, and spelling, can be recog-
nized in texts written in a given L2. Computational
models can be then trained on texts authored by
non-native speakers to learn distinctive properties
of their L1, aiming to identify the writer’s mother
tongue (Malmasi, 2016).

The underlying assumption in NLI is that the na-
tive language influences Second Language Acquisi-
tion (SLA) and production, a phenomenon known
as cross-linguistic influence or language transfer
(Krashen, 1981; Ellis, 2015). Language transfer

results in L1 features manifesting in L2 produc-
tion, allowing computational models to recognize
patterns shared by speakers of the same L.1 when
communicating in a given L2. Text-based NLI has
numerous important applications such as serving
as a corpus-driven approach for SLA (Jarvis and
Crossley, 2012) and enabling the development of
effective L2 teaching materials and computer-aided
language learning (CALL) software. Additionally,
NLI has been shown to improve NLP systems deal-
ing with texts from non-native speakers, contribut-
ing to tasks like author profiling, forensics, spam
and phishing detection (Malmasi et al., 2017).

As evidenced by a recent survey (Goswami et al.,
2024), traditional statistical models such as Sup-
port Vector Machines (SVMs) trained on n-grams
as features have historically delivered the best per-
formance for text-based NLI. A few recent studies
(Zhang and Salle, 2023; Ng and Markov, 2024),
however, have shown that fine-tuned LLMs such
as GPT-4 deliver state-of-the-art performance for
English NLI. A key limitation of these studies, as
discussed by Ng and Markov (2024) is the lack
of evaluation of LLMs for languages other than
English. To address this important gap in the litera-
ture, we propose the first multilingual evaluation of
LLMs in NLI. We evaluate various LLMSs, in a zero-
shot and fine-tuned setting, on corpora containing
English, Italian, Norwegian, and Portuguese L2
production.

We investigate two research questions (RQs):

* RQ1: How effectively can LLMs identify L1s
across NLI datasets in English and other lan-
guages?

* RQ2: To what extent does task-specific fine-
tuning improve the performance of LLMs
compared to zero-shot prompting across dif-
ferent languages?
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2 Related Work

The aforementioned survey by Goswami et al.
(2024) presents a comprehensive account of text-
based NLI, covering more than 100 papers on the
topic. It describes studies that use a variety of fea-
tures such as word n-grams (Gebre et al., 2013),
part-of-speech tags (Wong et al., 2012), and syntac-
tic features (Wong and Dras, 2011; Mechti et al.,
2020). The survey also covers computational mod-
els widely employed in text-based NLI from statisti-
cal classifiers like SVMs (Jarvis et al., 2013; Goutte
et al., 2013) and Logistic Regression (Tsvetkov
et al., 2013; Popescu and Ionescu, 2013; Gupta,
2018) to deep learning architectures (Ajees and
Idicula, 2018; Lotfi et al., 2020; Uluslu and Schnei-
der, 2022) and LLMs (Zhang and Salle, 2023).
In addition, it reviews shared tasks organized on
the topic that provided important benchmark text-
based datasets (Tetreault et al., 2013; Malmasi et al.,
2017; Soman, 2018).

The findings described in Goswami et al. (2024)
reveal that until recently, approaches that com-
bined statistical classifiers with feature engineering
achieved state-of-the-art performance on text-based
NLI while deep learning architectures achieved lim-
ited success. Recent studies, however, have showed
that the latest generation of LLMs, most notably
GPT-4, are able to outperform statistical and previ-
ous neural models (Zhang and Salle, 2023) partic-
ularly when such models are fined-tuned for text-
based NLI (Ng and Markov, 2024).

The majority of studies referenced here, includ-
ing recent studies on LLLM architectures (Ng and
Markov, 2024), only address English NLI. This is
due to the wider availability of English L2 corpora
compared to other languages including widely-used
learner corpora such as ICLE (Granger et al., 2009),
TOEFL11 (Blanchard et al., 2013), and ICNALE
(Ishikawa, 2011). Multiple multilingual studies
have been conducted that describe data and ap-
proaches to text-based NLI in other L2s. This
includes studies on Arabic (Malmasi and Dras,
2014a; Ionescu, 2015; Bassas and Kiibler, 2024),
Chinese (Malmasi and Dras, 2014b), Czech (Tydl-
itatova, 2016), Finish (Malmasi and Dras, 2014c),
Norwegian (Malmasi et al., 2015), Portuguese
(Malmasi et al., 2018; del Rio, 2020), and Turk-
ish (Uluslu and Schneider, 2023).

To the best of our knowledge, all text-based NLI
studies on L2 other than English employed tradi-
tional machine learning models combined with fea-

ture engineering or early deep learning approaches.
The use of LLMs for L2s other than English re-
mains unexplored. Our work fills this gap by pre-
senting the first multilingual evaluation of LLMs in
text-based NLI on four languages and five datasets.

3 Data

In this study we use five NLI corpora in English,
Italian, Norwegian, and Portuguese. NLI corpora,
and learner corpora in general, are only available
for English and a few other high-resource lan-
guages (Malmasi, 2016; Goswami et al., 2024)
which limits the choice of languages we can study.
With the goal of carrying out a multilingual evalua-
tion, we choose Italian, Norwegian, and Portuguese
due to the availability of suitable corpora.

Data Splits For TOEFL11 and NLI-PT we fol-
low pre-defined training, development, and testing
split from prior work (Tetreault et al., 2012; Mal-
masi et al., 2018). For all other corpora, we use a
random label wise 80%-10%-10% split for training,
development, and testing. To ensure comparability
of results, we use the same splits across the dif-
ferent experiments presented in the paper. Brief
descriptions of the five corpora are presented next.

English - FCE and TOEFL11 For L2 English,
we use FCE and TOEFL11. FCE contains 1,244
exam scripts extracted from the Cambridge Learner
Corpus (CLC) and written by candidates who took
the Cambridge ESOL First Certificate in English
(FCE) in 2000 and 2001 (Malmasi, 2016). It in-
cludes the following L1s: Spanish, French, Ko-
rean, Russian, Japanese, Turkish, Polish, Italian,
Greek, German, Portuguese, Chinese, Catalan,
Thai, Swedish, and Dutch. TOEFL 11 (Tetreault
et al., 2012) is a dataset of essays written by speak-
ers of 11 L1s: Arabic, German, French, Hindi,
Italian, Japanese, Korean, Spanish, Telugu, Turk-
ish and Chinese. Following the split by Tetreault
et al. (2012) we use 1,100 essays for each L1 with
900 for training, 100 for development, and 100 for
testing.

Italian - VALICO For Italian, we use VALICO
(Corino et al., 2017), the Varieta di Apprendimento
deLlla Lingua Italiana Corpus Online, i.e. Online
Corpus of Learner Varieties of Italian. VALICO
contains 2,531 texts written by L1 speakers of Al-
banian, Chinese, Czech, English, French, German,
Hindi, Japanese, Polish, Portuguese, Romanian,
Russian, Serbian, Spanish.
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Norwegian - ASK For Norwegian, we use ASK
(Tenfjord et al., 2006), the Andresprdkskorpus, i.e.
Second Language Corpus. It features essays writ-
ten in Norwegian Bokmal as part of an exam in
Norwegian as a second language. It covers 2,158
essays written by L1 speakers of Albanian, Dutch,
English, German, Polish, Russian, Serbian, Somali,
Spanish, and Vietnamese.

Portuguese - NLI-PT For Portuguese, we ac-
quire NLI-PT (del Rio et al., 2018). NLI-PT is
a corpus collected from three learner corpora of
Portuguese: (i) COPLE2; (ii) Leiria corpus, and
(iii) PEAPL2. It contains written productions from
learners of European Portuguese with different pro-
ficiency levels and L1s. We use 1,075 texts written
by L1 speakers of Chinese, Spanish, English, Ital-
ian, and German and the same train, development,
and test split as in Malmasi et al. (2018).

4 Models

Statistical Machine Learning Ensemble We
trained a Logistic Regression (LR) and an SVM
classifier on POS n-grams of n € [1, 4]. The data
was normalized and its dimensionality was reduced
using TruncatedSVD and PCA. We then combine
the LR and SVM models in a majority voting en-
semble (Malmasi and Dras, 2017). We refer to this
model as ML Ensemble.

Transformers We fine-tune two multilingual
models for the four languages, namely mBERT
(Devlin et al., 2019) and XLM-R (Conneau et al.,
2020). We also fine-tune several language specific
models. For English we use BERT (Devlin et al.,
2019) and RoBERTa (Liu et al., 2019), for Italian
we use italianBERT (Dbmdz, 2020), for Norwe-
gian we use norBERT (Samuel et al., 2023), and
for Portuguese we use BERTimbau (Souza et al.,
2020). We use learning rate le-5 for all models.
The hyperparameters for the transformer models
for all corpora are presented in Table 1.

Dataset Epochs Batch Size
FCE 5 8
TOEFL11 3 16
VALICO 10 16
ASK 5 16
NLI-PT 5 8

Table 1: Hyperparameters for BERT-based transformers
and Flan-T5.

LLM Prompting We use FLAN-TS5 (Chung
et al., 2024) and GPT-4 (Achiam et al., 2023) for
zero-shot prompting. We also carried out prelim-
inary experiments with various 7 billion parame-
ter models (e.g., Mistral-7B (Jiang et al., 2023))
which obtained much lower performance overall
and therefore have not been included in our ex-
periments. A sample LLM prompt used in our
experiments is presented below.

r

Role (system): You are a forensic
linguistics expert that reads <L2 Language>
texts written by non-native authors in
order to classify the native language of the
author as one of: <List of L1s>. The output
will be the short form of the languages
in this list - <label>. Use clues such
as spelling errors, word choice, syntactic
patterns, and grammatical errors to decide.
DO NOT USE ANY OTHER CLASS.

IMPORTANT: Do not classify any input as
<L2 Language>. <L2 Language> is an invalid
choice.

Role (user): <a
non-native speaker>

text written by a

\

LLM Fine-tuning We further fine-tune FLAN-
T5 and GPT-4 for all datasets. For FLAN-TS, we
have used the same epochs and batch size presented
in Table 1. For GPT-4, we use the API provided
OpenAL! The data gets validated and an optimal
set of hyperparameters are automatically fixed for
fine-tuning. The hyperparameters of GPT-4 fine-
tuning for all the datasets are given in Table 2 while
the learning rate for all languages is 2e-5.

Dataset Epochs Batch Size
FCE 3 2
TOEFL11 2 16
VALICO 3 4
ASK 3 3
NLI-PT 3 2

Table 2: Hyperparameter for GPT-4 Fine-Tuning.

5 Results

We present the results for all languages in terms of
accuracy and Macro F1, which is the standard in
prior work (Malmasi, 2016; Goswami et al., 2024).
The results are presented along with a random and
a majority class baseline for comparison. Finally,
to ensure a fair and comparable analysis across all

"https://platform.openai.com/finetune/
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experiments, we evaluate all models on the same
test sets for each particular corpus.

5.1 English

The results for English are presented in Table 3. We
observe that all models achieve performance signif-
icantly higher than the two baselines provided. The
results across the two NLI datasets demonstrate
that LLLMs, and in particular GPT-4, achieve state-
of-the-art performance in text-based NLI when fine-
tuned for the task. As shown in Table 3, fine-tuned
GPT-4 achieves the highest F1 scores on both cor-
pora with 0.82 for FCE and 0.92 for TOEFLI11.

It is also worth noting that the the GPT-4 prompt-
ing results for TOEFL11 are unusually high com-
pared to the results obtained by this model on the
other four corpora. This is in line with the results
reported by (Zhang and Salle, 2023) on TOEFLI11.
The high results suggest that model may have seen
instances from this dataset indicating potential data
contamination.

| FCE | TOEFL11
Models | Ace.  F1 | Ace. F1
Random Baseline | 0.06 0.06 | 0.10 0.10
Majority Baseline | 0.14 0.04 | 0.09 0.02
ML Ensemble 047 046|084 0.82
BERT 025 025|068 0.68
mBERT 027 027|067 0.66
RoBERTa 029 028|071 071
XLM-R 033 032|063 062
FLAN T5 Prompt | 0.38 036 | 0.32 0.32
GPT-4 Prompt | 039 039 | 0.83 0.83
FLAN-T5 FT 037 036|073 0.73
GPT-4 FT 0.83 0.82 | 0.92 092

Table 3: Model results and baselines for English in terms
of Accuracy (Acc.) and Macro F1 (F1). “Prompt” indi-
cates zero-shot prompting, “FT” indicates fine-tuning.

Another key finding is that LLM fine-tuning out-
performs all other models by a substantial margin.
The ML ensemble, achieves 0.82 F1 for TOEFL11
lagging significantly behind the fine-tuned GPT-4
model. Another notable trend is that fine-tuning
drastically improve LLM performance over zero-
shot prompting. For example, on TOEFL11, while
GPT-4 zero-shot gets 0.83 F1, fine-tuning boosts
the performance to 0.92 F1. Finally, when compar-
ing multilingual and language-specific transformer
models, we obtain mixed results. On TOEFLI11,

monolingual models like RoBERTa outperform
multilingual ones, while on FCE, multilingual
XLM-R performs better than RoOBERTa.

5.2 Italian, Norwegian, and Portuguese

Results for Italian, Norwegian, and Portuguese are
presented in Table 4. Similarly to what we ob-
served for English, we see a significant effect of
task fine-tuning over zero-shot prompting on the
LLMs performance. This is evidenced by the GPT-
4 performance which, for Italian, achieves 0.78 F1
score when fine-tuned and 0.31 F1 when prompt-
ing. A similar trend is observed for Norwegian
and Portuguese. We observe that the zero-shot re-
sults are much lower for Italian, Norwegian, and
Portuguese when compared to English. This is
somewhat expected as LLMs have shown to pos-
sess greater capabilities for English compared to
all other languages (Minaee et al., 2024).

We see that the ML Ensemble outperforms all of
the Transformer-based small LMs for all languages.
This confirms the findings of related studies as dis-
cussed in a recent survey (Goswami et al., 2024).
Finally, with the exception of norBERT for Nor-
wegian, we see that language-specific transformers
such as italianBERT and BERTimbau outperform
the multilingual models mBERT and XLLM-R. The
reinforces the mixed results on language-specific
vs. multilingual transformer models we described
for English.

6 Conclusion and Future Work

This paper presented the first evaluation of LLMs
on multilingual text-based NLI, experimenting with
four languages and five corpora. Our results in-
dicate that larger task fine-tuned LLMs, such as
GPT-4, deliver state-of-the-art performance for text-
based NLI in the four languages studied. This find-
ing is in line with prior results obtained for English
NLI (Ng and Markov, 2024).

We further observed that for non-English lan-
guages, zero-shot LLM prompting approaches are
generally outperformed by BERT-based and statis-
tical ML approaches. This is likely a limitation of
the LLMs we leveraged here, as they are mostly
focused on English.

We conclude the paper by revisiting the two RQs
below and presenting avenues for future work.

RQ1: How effectively can LLMs identify L1s
across NLI datasets in English and other lan-
guages?
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‘ Italian Norwegian ‘ Portuguese

Model ‘ Accuracy F1 ‘ Accuracy F1 ‘ Accuracy F1
Random Baseline 0.09 0.10 0.10 0.11 0.13 0.14
Majority Baseline 0.16 0.04 0.13 0.03 0.27 0.11
ML Ensemble 0.66 0.63 0.76 0.76 0.59 0.59
italianBERT 0.45 0.42 - - - -
norBERT - - 0.67 0.67 - -
BERTimbau - - - - 0.56 0.55
mBERT 0.48 0.44 0.43 0.40 0.57 0.57
XLM-R 0.43 0.36 0.42 0.39 0.32 0.30
FLAN T5 Prompt 0.28 0.27 0.37 0.36 0.30 0.29
GPT-4 Prompt 0.31 0.31 0.52 0.51 0.45 0.36
FLAN T5 FT 0.62 0.57 0.73 0.72 0.45 0.42
GPT-4 FT 0.79 0.78 0.92 0.92 0.86 0.86

Table 4: Model results and baselines for Italian, Norwegian and Portuguese in terms of Accuracy and Macro F1
(F1). “Prompt” indicates zero-shot prompting while “FT” indicates fine-tuning.

RQ1 Results: Our evaluation of LLM zero-shot
prompting indicates that LLMs have very little
knowledge of NLI for the four languages and
five corpora explored. A notable exception is
TOEFL11, the most popular NLI corpus avail-
able, for which the results obtained using GPT-4
were very high using zero-shot prompting. This
seems to indicate potential data contamination.
When fine-tuned, we observed that LLM results
have significantly increased (see RQ2 Results).
Finally, for all languages, statistical ML classi-
fiers obtained performance superior to several
transformers and LLM prompting.

RQ2: To what extent does task-specific fine-
tuning improve the performance of LLMs com-
pared to zero-shot prompting across different lan-
guages?

RQ2 Results: When fine-tuned to the task,
GPT-4 achieves state-of-the-art performance for
all four languages and five corpora explored.
Furthermore, we observe that the performance
gap between zero-shot and fine-tuning is much
smaller for English compared to the other three
languages. This provides further evidence of the
ability of LLMs to better deal with English data
compared to all other languages.

In future work, we would like to use the output of
these classifiers to carry out a cross-lingual study of
L1 to L2 transfer. This has been done extensively
in the past using statistical classifiers (Jarvis and

Crossley, 2012; Bykh and Meurers, 2014; Malmasi,
2016). We believe that the models used in our ex-
periments may reveal interesting linguistic patterns
being transferred from L1 that may generalize to
various L2s in terms of spelling, word choices, and
syntax.

Limitations

We hope the results presented in this paper mo-
tivate further research in multilingual NLI. The
limitations of this work are related to the choice
of languages and models. With respect to the lan-
guages, there are unfortunately very few corpora
available for NLI which limits the choice of lan-
guages we can study. We hope our findings mo-
tivate researchers to create new NLI corpora for
languages other than English and, in particular, for
low-resource languages. All four languages that
we studied are considered to be high-resourced.
Finally, with respect to the models, we would
like to investigate the performance of recently re-
leased LLMs such as Gemma, as in Ng and Markov
(2024), on multilingual text-based NLI.
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