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Abstract

Large language models (LLMs) struggle in so-
cial science domains, where critical thinking
and human-level inference are crucial. In this
work, we propose a multi-agent social reason-
ing framework that leverages the generative
and reasoning capabilities of LLMs to generate
and evaluate reasons from multiple perspec-
tives grounded in social science theories, and
construct a factor graph for inference. Experi-
mental results on understanding power dynam-
ics in conversations show that our method out-
performs standard prompting baselines, demon-
strating its potential for tackling hard Compu-
tational Social Science (CSS) tasks.

1 Introduction

Understanding conversational dynamics is a multi-
faceted problem, which requires situating the in-
terlocutors’ utterances in a specific social context
such that the intent behind them, and the reaction to
them, could be revealed. Past social science work
has studied the interaction between conversations
and social relationships (Evans and Aceves, 2016),
language use in different social situations (Sny-
der and Stukas Jr, 1999; Gibbs, 2000) and social
identities (Tracy and Robles, 2013). This paper
focuses on the connection between a specific social
indicator, power relations, and several aspects of
language use, namely style (e.g., apologetic, as-
sertive), content (e.g.,judgments over dialog acts),
coordination (e.g., steering and setting the tone)
and engagement (e.g., active participation).

Identifying power relationships in conversations,
taking place in different settings such as organiza-
tional emails, online forums and chats, has been
studied extensively in the NLP literature (Bram-
sen et al., 2011; Danescu-Niculescu-Mizil et al.,
2012a; Biran et al., 2012; Prabhakaran and Ram-
bow, 2013, 2014; Lam et al., 2018) and was typ-
ically formulated as a supervised learning prob-
lem focusing on different aspects such as lexical

features (Bramsen et al., 2011), linguistic coordi-
nation (Danescu-Niculescu-Mizil et al., 2012a) or
conversational structure (Prabhakaran and Ram-
bow, 2013). The recent paradigm shift in NLP,
moving away from task-specific supervised learn-
ing and towards broader-purpose LLMs, raises an
open question – Can LLMs understand such so-
cial dynamics, without dedicated training? Ini-
tial results for conversation analysis tasks (includ-
ing power-relation prediction) were mixed (Ziems
et al., 2024) motivating further research in this area.

In this paper we argue this question should be
studied with more nuance. Instead of directly ac-
counting for the complex interactions between so-
cial settings and conversational behaviors via LLM
autoregressive (i.e., greedy) decoding, we argue
that LLMs can demonstrate their ability to under-
stand conversational data by focusing on differ-
ent aspects of conversational behavior and raising
hypotheses on how they provide evidence for the
power relationship between interlocutors. Specifi-
cally, building on prior work in social science, we
identify style, content, coordination, and engage-
ment as key aspects that capture the implicit dy-
namics of conversations, including speakers’ social
status (Irvine, 1985), power relations (Danescu-
Niculescu-Mizil et al., 2012a), and the overall con-
versation flow (Liu et al., 2020). We formulate the
problem as a multi-agent social reasoning task (see
Guo et al.,2024 for an overview), in which each
interlocutor is associated with an LLM-based agent
advocating for their high power status in the con-
versation, by providing aspect-specific reasons and
rebuttals in response to the other side’s reasons. We
define LLM-based assessment functions for scor-
ing the strength of these claims (Sec. 2.1) and orga-
nize them based on their argumentation structure;
we then compile this structure into a factor-graph
(Sec. 2.2) and perform probabilistic reasoning over
that structure (Jung et al., 2022; Kassner et al.,
2023) to find the most probable power-relation con-
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sistent with that structure. Figure 1 provides an
illustration of our overall framework.

We conduct our experiments over the ICSI Meet-
ing Corpus (Janin et al., 2003) by sampling con-
versation snippets and applying our multi-agent
reasoning architecture over them.1 These are very
challenging settings, as each snippets captures only
a handful of relevant behaviors, which are often
misleading as the data consists of informal work-
related interactions between students, postdocs and
faculty. This is reflected in our experimental re-
sults, showing that the performance of both human
and direct LLM prompting is worse than random.
Augmenting the LLM prompts with the generated
reasons and rebuttals leads to even worse perfor-
mance, as the model is not able to effectively pri-
oritize between them. However, when applying
our argumentation-based reasoning framework, the
model can detect inconsistencies and prefer reasons
that uniquely identify one of the sides, leading to an
8 points improvement compared to human perfor-
mance and 5 compared to direct LLM prompting.

2 Multi-Agent Social Reasoning

Our framework incorporates a generation step and
an inference step. In the generation step, we use
two LLM agents to produce reasons and rebuttals
for each prediction candidate. For each reason and
rebuttal, a separate LLM assigns a score indicating
its likelihood of validity and grounding. In addition,
the LLM also evaluates the reasons’ relationships
with the other generated reasons. Based on these
scores and interdependencies, we construct and
resolve a factor graph to finalize the prediction.

2.1 Text and Score Generation
We prompt an LLM to generate text that explains
the input conversation and analyzes the speakers’
behaviors, then score the generated text with prob-
ability potentials that support inference.

Given an input conversation C, we decompose
C into n distinct aspects and use an LLM to gen-
erate aspect-specific summaries, SASP , for both
speakers, A and B, based on the predefined def-
initions of each aspect. This process is formally
denoted as

SASP = PSUMMARY (C,ASP )

where PSUMMARY is a natural language prompt
used to generate the summaries.

1https://github.com/kandicew/social-reasoning

User:
Summarize the style of the conversation.
<conversation>
ChatGPT:
style of A:
Informal, slightly hesitant and fragmented
language, focusing on short and direct
responses with some repetition.
style of B:
Technical and focused on the task at hand,
using informal language with some
interruptions and repeating points.
User:
Provide reasons for A has more power
based on the summary.
<style of A>
<style of B>
ChatGPT:
Direct response is more influential
in decision-making.

Table 1: An example of LLM-generated summary on
the style aspect is shown as the first interaction in the
table. This summary is then used in prompts to generate
reasons supporting that Speaker A holds higher power
(the second interaction in the table). Summaries for
other aspects and additional reasons for both speakers
follow a similar process. Further details, including addi-
tional textual generations and the conversation snippet
used for this example, can be found in the Appendix E.

Conditioned on the aspect-specific summaries,
we prompt the LLM with PREASON to generate
sets of supporting reasons Rs, for each speaker s.
In our case, given that the speakers are restricted
to A and B, the model produces RA and RB to
support A and B respectively. Table 1 shows an
example of such process.

Rs = PREASON (s, SASP )

To incorporate critical thinking, we use a sepa-
rate LLM with the prompt PREBUTTAL and utilize
both the original conversation C and the reason Rs,
where s is A or B, as the context to generate a
rebuttal Rb

s for each reason.

Rb
s = PREBUTTAL(C,Rs)

All reasons and rebuttals are scored using a scor-
ing function, fscore, following the approach of
Kassner et al. (2023) to evaluate a statement. A rea-
son is accessed on whether it qualifies as a strong
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Figure 1: A high-level illustration of each of the steps in our social reasoning framework. In step (a), a conversation
snippet C is provided as the input. Step (b) generates the aspect-specific summaries SASP for each speaker. Step
(c) further, based on the summaries, generates supporting reasons Rs for s in higher power, along with rebuttals
Rb

s to challenge those reasons. Step (d) employs scoring functions to evaluate the probabilities or strength of both
reasons and rebuttals, resulting in a score between 0 and 1. Step (e) builds a factor graph using the generated texts
and their corresponding scores. The final prediction is derived by solving the factor graph, assigning approximate
probabilities to each speaker’s level of power in the conversation.

reason (valid) and whether it can be directly sup-
ported by the conversation (grounding). As for a
rebuttal, it is scored on whether it directly chal-
lenges the corresponding reason and makes it less
convincing, and whether it is grounded in the con-
versation. This process results in a score between
0 and 1, and is shown in Figure 1(d).

fscore : Rs, R
b
s → [0, 1]

Additionally, we assign scores to the relation-
ships between reasons. For each pair of reasons
that supports the same speaker, we find a contradic-
tory score indicating whether they are in conflict.
For each pair of reasons that supports different
speakers, a similar score is assigned. To quantify
these relationship, we prompt the LLM to use a
Likert scale as in Appendix A for scoring.

2.2 Factor Graph Inference

We construct a factor graph with the generated text
and scores described in 2.1, and solve the factor
graph with AD3 (Martins et al., 2011). AD3 relaxes
the input factor graph to a Linear Programming
(LP) problem, providing an efficient approxima-
tion of probability assignments for each variable,
enabling fast inference in our case. An example
of subgraph with variables and factors is shown as
Figure 1(e).

The variables in the graph include the reasons,
rebuttals, and the relationships, similar or contra-
dictory. The potentials of these variables are the
weighted scores, details in Appendix D. We define
two variables, PA and PB , initially set to 0, rep-
resenting the probability that each speaker holds
the power in the conversation. We consider the
following factors for constructing the graph: 1)
Only one speaker can hold power; 2) At least one
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reason must support the speaker in power; 3) A
reason and its corresponding rebuttal cannot be
valid simultaneously; 4) A high similarity score
between reasons supporting opposing speakers sug-
gests weaker decision-making confidence; 5) A
high contradiction score between reasons support-
ing the same speaker implies that only one of them
can be valid.

AD3 assigns a probability between 0 and 1 to
each of the variables after solving the factor graph.
We compare the probabilities assigned to PA and
PB , selecting the higher value as our final predic-
tion of which speaker holds greater power in the
conversation.

3 Experiments

3.1 Setup

For all LLM interactions, we utilize GPT-3.5-Turbo
in a zero-shot prompting setup. We break down the
conversations into four aspects, details defined in
Appendix B. For each aspect, we generate three rea-
sons to support each of the two speaker’ positions,
resulting in 12 reasons supporting each speaker.
Each reason is then challenged with a rebuttal.

As this is a binary classification task, we evaluate
performance using exact match accuracy based on
the number of correct classifications.

3.2 Dataset

We use the the transcripts of ICSI Meeting Cor-
pus (Janin et al., 2003), which consists of natural
meetings. These meetings involve multiple partic-
ipants such as undergraduates, graduate students,
postdocs, and professors, which contains nuanced
interaction in an academic setting. We assume that
the professors are the ones with the highest power
among all participants. For our analysis, we focus
on conversations that are limited to six alternating
turns between two speakers. We specifically filter
the data to include only interactions between a pro-
fessor and a student. 80% of the filtered data is
used to train a BERT (Devlin et al., 2019) classifier,
and the remaining data is used for testing, resulting
in a test set of 151 such conversations snippets.

3.3 Baselines

3.3.1 Direct Prompting
We prompt GPT-3.5-Turbo directly to predict
which one of the two speakers holds more power
in a given conversation. The answer is limited to
either ‘A’ or ‘B’. We also include generated reasons

and rebuttals in the prompt to experiment whether
providing more information about power dynamics
affects the prediction. All of this is done using a
zero-shot approach, without providing in-context
examples.

3.3.2 Trained Classifiers
We trained a BERT (Devlin et al., 2019) classifier
using 80% of the filtered conversations snippets
from the ICSI Corpus (Janin et al., 2003) as men-
tioned in 3.2 and evaluated its performance on the
test set.

Additionally, Danescu-Niculescu-Mizil et al.
(2012b) introduces a dataset of Supreme Court
conversations between justices and lawyers, where
the power dynamics are clearly defined. Both in-
domain and out-of-domain predictions demonstrate
that this dataset can be utilized for learning about
power dynamics in conversations. We train a sepa-
rate BERT classifier using this dataset and apply it
to the test dataset.

3.3.3 Human Judges
To better understand human performance on this
task, we conduct a human evaluation on the same
test dataset with six PhD students as judges. Each
data point is decided by two human judges with an
agreement of 63%, and a third judge resolves any
disagreements.

3.4 Our Model

We construct three variants of factor graphs using
the generated potentials described in 3.1: 1) only
reason potentials are considered; 2) all reason and
rebuttal potentials, along with conflicting relation
between each reason-rebuttal pair, are considered;
3) all the reason and rebuttal potentials as well as
all relation potentials are considered.

4 Results

Table 2 shows the main results. While individuals
perceive power dynamics in conversations differ-
ently due to their diverse backgrounds, the sub-
optimal accuracy of human performance suggests
that this predicting power relations in such setting
is a challenging task. In zero-shot direct prompt-
ing, the accuracy decreases with the increasing
context provided to the LLM, indicating that in-
corporating conflicting viewpoints complicates the
decision-making process. All variants of our mod-
els show improved performance. The increasing
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Model Accuracy%
Human Judges 46.3
0-shot Conversation Only 49.0
0-shot w/Reasons 48.3
0-shot w/Reasons+Rebuttals 44.3
Bert In-Domain 55.0
Bert Out-of-Domain 51.7
Our Model Reasons Only 50.9
Our Model Reasons+Rebuttals 52.9
Our Model All Relations 54.3

Table 2: Experiment Results

Aspect Top Reasons
Style Conversational style enhances authority

and influence.
Content Expression of concern or hesitation sug-

gests power and control.
Coordination Initiating topics, steering discussions,

and setting the tone reflect assertiveness
and authority.

Engagement Active participation, contribution, and
engagement in a conversation indicate
power.

Table 3: Summaries Reason Clusters Based on Aspects

performance with complete relations between vari-
ables suggests the model’s ability to utilize all in-
formation into reasoning and predicting. The best
performance comes from the classifier that trained
on in-domain data, Ziems et al. (2024) argues that
LLMs fail to outperform finetuned models in com-
plicated social tasks, so the goal of our model is to
reach this benchmark.

4.1 Analysis

Table 3 presents summaries of the top reasons clus-
tered using BERTopic (Grootendorst, 2022). To
identify weak reasons, we define them as those ex-
hibiting high similarity to reasons supporting the
opposing speaker. Table 4 reports the proportion of
weak reasons conditioned on the four predefined
aspects. Additionally, an example of a weak reason
accompanied by a strong rebuttal is provided in the
Appendix E.3.

For a more in-depth understanding of the results,
we conduct statistical analysis to assess the per-
formance distribution of our framework against
human evaluation. The findings are presented in
Appendix G.

5 Discussion and Summary

This paper presents a multi-agent probabilistic rea-
soning framework for analyzing conversations. We
intentionally structure the agents’ interactions to
create an argumentation structure based on aspect-

Aspect Weak Reason%
Style 25.4
Content 30.0
Coordination 44.5
Engagement 38.7

Table 4: Weak Reason Percentage Based on Aspects

based reason-rebuttal pairs and capture global con-
sistency between them, using LLM judgments. Our
results demonstrate that each aspect of the model
enhances performance, highlighting the potential of
LLMs to transform social analysis tasks—provided
they are leveraged through careful, structured prob-
lem decomposition.

Looking forward, we believe that this paper is
only a first step in this direction, motivating several
future research directions. First, our framework
can be generalized to a broader range of social
reasoning tasks. Second, we aim to explore the
connection between our system and Formal Theo-
ries of Argumentation (FTA) (Dung, 1995; Dung
et al., 2009; Prakken, 2010; Prakken et al., 2017).
Our conjecture is that our structure can be mapped
to a subset of FTA (i.e., our rules, such as reason-
rebuttal, naturally align with the concept of de-
featers in FTA). This connection has the potential
to bridge LLM-based reasoning with theoretically
grounded argumentation frameworks.
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A Likert Scale

This section presents the Likert scale used in
prompts for assessing the similarity and contraction
score between reasons.

A.1 Similarity

1: The reasons mention different behaviors of the
speakers, and provide different reasoning of why
they could be the one with higher power in the con-
versation.
2: The reasons mention somewhat similar behav-
iors of the speakers, but provide different reasoning
of why they could be the one with higher power in
the conversation.
3: The reasons mention somewhat similar behav-
iors of the speakers, and provide similar reasoning
of why such behaviors could indicate higher power
in the conversation.

4: The reasons mention similar behaviors of the
speakers, and provide similar reasoning of why
such behaviors could indicate higher power in the
conversation.
5: The reasons mention the same behavior of the
speakers, and provide very similar reasoning of
why such behaviors could indicate higher power in
the conversation.

A.2 Contradiction

1: The reasons mention somewhat similar behavior
of the speaker, while provide different reasoning
on how such behavior could indicate higher power
in the conversation.
2: The reasons mention different behaviors of the
speaker, and provide different reasoning of why
such behaviors could indicate higher power in the
conversation.
3: The reasons mention somewhat contradictory
behaviors of the speaker, and provide different
reasoning of why such behaviors could indicate
higher power in the conversation.
4: The reasons mention somewhat contradictory
behaviors of the speaker, but provide somewhat
similar reasoning of why such behaviors could
indicate higher power in the conversation.
5: The reasons mention contradictory behaviors
of the speaker, and provide somewhat similar
reasoning of why such behaviors could indicate
higher power in the conversation.

B Aspect Definitions

We define the conversation aspects as the follow-
ing:

Style: Style encompasses the tone, manner, and
language used during the conversation. It can range
from formal to informal, polite to blunt, friendly to
hostile, etc.

Content: Content is the substance or subject
matter of the conversation. It includes the topics
being discussed, the information exchanged, and
the sentence type used.

Coordination: Coordination is how participants
manage turn-taking, interruptions, and transitions
between topics. It involves maintaining a balance
between speaking and listening, ensuring everyone
has a chance to contribute.

Engagement: Engagement is the level of inter-
est and involvement of participants in the conversa-
tion. Engaging conversations often involve asking
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questions, sharing personal experiences, and ex-
pressing empathy.

C Prompts

In this section, we present all the prompts we use
in the framework. For prompts with variables
<high> and <low>, <high> designates the speaker
assigned a high-power role by the LLM agent,
while <low> represents the speaker assigned a
low-power role.

C.1 Summary Prompt

In this task, you will summarize the
<aspect> of the conversation based on
the definition of <aspect> for each
participant, A and B.

Definition:
<aspect definition>

Conversation:
<conversation>

Please provide the <aspect> summary
of A and B separately. Provide the
<aspect> summary of A on the first line,
starting with "<aspect> of A: "; then
provide the <aspect> summary of B on the
next line, starting with "<aspect> of B:
".

<aspect> of A:

C.2 Reason Prompt

In this task, you will need to come
up with the reasons for <high> has
more power than <low> based on the
conversation summaries.

Summaries:
<summary>

Please list three reasons to support
<high> has more than <low>, one in a
line, start with "-" and surrounded by
quotes.

The reasons for <high> has more power
than <low> are:

- "

C.3 Rebuttal Prompt

In this task, you are given a conversation
and reason that supports <high> has more
power than <low>. You will need to
provide a rebuttal against this reason
for <low> has more power than <high>.

Conversation:
<conversation>

Reason:
<reason>

Please provide the rebuttal, start
with "-" and surrounded by quotes.

- "

C.4 Evaluation Prompt

C.4.1 Reason Validation

In this task, you will need to decide
whether the reason is valid to indicate
<high> has more power than <low> in a
conversation between A and B. Respond
with Yes or No. When uncertain, output No.

Reason:
<reason>

output:

C.4.2 Reason Grounding

In this task, you are given a conversation
and a reason for why <high> has more power
than <low> based on the conversation. You
will need to decide whether this reason
can be grounded through the conversation.
Respond with Yes or No. When uncertain,
output No.

Conversation:
<conversation>

Reason:
<reason>

output:
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C.4.3 Rebuttal Validation
In this task, you will need to decide
whether the Rebuttal is valid to counter
the Reason to indicate <high> has more
power than <low> in a conversation
between A and B. Respond with Yes or No.
When uncertain, output No.

Reason:
<reason>

Rebuttal:
<rebuttal>

output:

C.4.4 Rebuttal Grounding
In this task, you are given a conversation
and a reason. You will need to decide
whether this reason can be grounded
through the conversation. Respond with
Yes or No. When uncertain, output No.

Conversation:
<conversation>

Reason:
<reason>

output:

C.5 Relation Assessment
C.5.1 Similarity
In this task you are given two
descriptions [1] and [2] about the power
dynamics of the the same conversation
between two speakers, A and B. Give
a similarity score of these two
descriptions based on the following
rubrics.

Rubrics:
1: Description [1] and [2] mention
different behaviors of A and B, and
provide different reasoning of why they
could be the one with higher power in
the conversation.
2: Description [1] and [2] mention
somewhat similar behaviors of A and B,
but provide different reasoning of why
they could be the one with higher power
in the conversation.

3: Description [1] and [2] mention
somewhat similar behaviors of A and B,
and provide similar reasoning of why such
behaviors could indicate higher power in
the conversation.
4: Description [1] and [2] mention
similar behaviors of A and B, and provide
similar reasoning of why such behaviors
could indicate higher power in the
conversation.
5: Description [1] and [2] mention the
same behavior of A and B, and provide
very similar reasoning of why such
behaviors could indicate higher power in
the conversation.

Descriptions:

<description1>

<description2>

In your response, provide the similarity
score of [1] and [2]. Only print ’1’,
’2’, ’3’, ’4’ or ’5’.

Score:

C.5.2 Contradiction
In this task you are given two
descriptions, [1] and [2], about the
power dynamics of the same conversation
between two speakers, A and B. Both
descriptions support the same speaker,
A or B, for holding higher power in
the conversation. Give a score on how
contradicting the descriptions are based
on the following rubrics.

Rubrics:
1: Description [1] and [2] mention the
somewhat similar behavior of the speaker,
while provide different reasoning on
how such behavior could indicate higher
power in the conversation.
2: Description [1] and [2] mention
different behaviors of the speaker, and
provide different reasoning of why such
behaviors could indicate higher power in
the conversation.
3: Description [1] and [2] mention
somewhat contradictory behaviors of the
speaker, and provide different reasoning
of why such behaviors could indicate
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higher power in the conversation.
4: Description [1] and [2] mention
somewhat contradictory behaviors of
the speaker, but provide somewhat
similar reasoning of why such behaviors
could indicate higher power in the
conversation.
5: Description [1] and [2] mention
contradictory behaviors of the speaker,
and provide somewhat similar reasoning
of why such behaviors could indicate
higher power in the conversation.

Descriptions:

<description1>

<description2>

In your response, provide the similarity
score of [1] and [2]. Only print ’1’,
’2’, ’3’, ’4’ or ’5’.

Score:

D Variable Potential Calculation

We prompt GPT-3.5-Turbo with yes/no answer for
whether a reason is valid or grounded. We use
the average of generated token probabilities for
validity and grounding as the potentials for a reason
or rebuttal. We optionally apply a logit function
over the probability to penalize lower probability
potentials.

Reason variables, rebuttal variables, and rela-
tion variables are associated with optional weights,
(default set to 1), that can scale all reasons, or re-
buttals, or same/contradict relations, and is used as
a hyperparameter to adjust its influence in solving
the factor graph. Each aspect is also associate with
an optional weight, (default set to 1), that can be
applied to all reasons from that aspect.

E Examples

This section provides an example of an input con-
versation snippets and LLM generated content fol-
lowing the framework.

E.1 Conversation

A: Right.
B: And then do some segmenting and recognition -
initial recognition would be interesting to do. Yeah,
although it - it - it - it may be separating out these
numbers from the rest. Yeah.

A: That’s what I mean.
B: And then
A: Yeah just doing a digits on it - uh, connected
digits.
B: Yeah and uh

E.2 Summaries

E.2.1 Content
Content of A: A mentioned the need for segment-
ing and recognizing, specifically mentioning sepa-
rating out numbers from the rest and focusing on
connected digits.
Content of B: B also discussed segmenting and
recognizing, and emphasized the importance of ini-
tial recognition and separating numbers from the
rest.

E.2.2 Coordination
Coordination of A: A maintains a balanced turn-
taking pattern with B, allowing them both to con-
tribute equally to the conversation. A listens ac-
tively to B’s suggestions and adds their own input,
ensuring a smooth transition between topics and
avoiding interruptions.
Coordination of B: B utilizes turn-taking effec-
tively with A, allowing for a back-and-forth ex-
change of ideas. B responds to A’s comments and
builds upon them, demonstrating active listening
and contributing to the conversation in a collabo-
rative manner. The conversation flows smoothly
between B and A, with both participants having the
opportunity to share their thoughts.

E.2.3 Engagement
Engagement of A: A seems to be actively engaged
in the conversation by demonstrating understanding
of the points made by B and adding to the discus-
sion by suggesting specific ideas like segmenting
and recognizing numbers.
Engagement of B: B also seems engaged in the
conversation by sharing their thoughts on segment-
ing and recognizing numbers, showing interest in
the topic and actively participating in the exchange
of ideas with A.

E.3 Pairs of reasons and rebuttals

RA (reasons that support Speaker A): A is able
to communicate in a more concise and direct man-
ner, which can be more influential in decision-
making processes.
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Variable/Aspect Weight
Reason 20
Rebuttal 18
Same 1
Contradict 1
Style 1
Content 1
Coordination 1
Engagement 1

Table 5: Factor Graph Hyperparameters

Rb
A (rebuttals that counter RA): A may commu-

nicate in a more concise manner, but that does not
necessarily equate to having more power. B’s abil-
ity to have a thorough understanding and analysis
of the situation can also be influential in decision-
making processes. Just because A’s communication
style is more direct does not automatically mean
they hold more power.
RB (reasons that support Speaker B): B demon-
strates a greater level of technical expertise and
focus on the task at hand compared to A.
Rb

B (rebuttals that counter RB): Technical exper-
tise and focus on the task at hand do not necessar-
ily equate to having more power in a conversation.
Power dynamics are influenced by various factors
such as communication style, assertiveness, and
persuasiveness, which may vary between individu-
als regardless of technical expertise.

F Model Parameters

F.1 Factor Graph
One instance of a full factor graph contains 98
variables and 75 factors. The weights used for
variables and aspects for the best model are shown
in Table 5.

F.2 BERT Classifier
We trained ’bert-base-uncased’ model for 3 epochs
with learning rate 2e − 5 for both in-domain and
out-of-domain training dataset.

G Statistical Analysis

We perform a t-test using the results of human
judgment and our best-performing model, yielding
t = −1.87 and a p-value of 0.062. Additionally, a
McNemar test results in a p-value of 0.059.

While both tests fail to reject the null hypoth-
esis, the p-values are close to the 0.05 threshold.
This suggests that further investigation using larger
datasets may provide deeper insights into the ap-
proach.
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