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Abstract

Recent evaluations of LLMs on coreference
resolution have revealed that traditional out-
put formats and evaluation metrics do not fully
capture the models’ referential understanding.
To address this, we introduce IdentifyMe, a
new benchmark for mention resolution pre-
sented in a multiple-choice question (MCQ)
format, commonly used for evaluating LLMs.
IdentifyMe features long narratives and em-
ploys heuristics to exclude easily identifiable
mentions, creating a more challenging task.
The benchmark also consists of a curated mix-
ture of different mention types and correspond-
ing entities, allowing for a fine-grained model
performance analysis. We evaluate both closed-
and open-source LLMs on IdentifyMe and
observe a significant performance gap (20-
30%) between the state-of-the-art sub-10B
open models vs. closed ones. We observe
that pronominal mentions, which have lim-
ited surface information, are typically harder
for models to resolve than nominal mentions.
Additionally, we find that LLMs often con-
fuse entities when their mentions overlap in
nested structures. The highest-scoring model,
GPT-40, achieves 81.9% accuracy, highlight-
ing the strong referential capabilities of state-
of-the-art LLMs while also indicating room for
further improvement. !

1 Introduction

Coreference Resolution (CR) consists of identify-
ing the entity mentions and clustering them based
on the entity identity. It is a fundamental task for
text comprehension and can therefore be used to as-
sess a model’s textual understanding. While LLMs
have made tremendous strides on a wide array of
NLP tasks (Brown et al., 2020; OpenAl, 2024a;
Gemini Team et al., 2024), their performance on
CR has been relatively underwhelming. It remains

!Code for the paper is available at:
https://github.com/KawshikManikantan/IdentifyMe
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Instruction: Read the text given below. The text has an
entity mention marked within “““ {{mention}} (#This is the
marked mention) ”””. Extract the mention and find who/what
the mention refers to in the text.

Text: The residence of Mr. Peter Pett , the well-known financier , on
Riverside Drive is one of the leading eyesores of that breezy and expensive
boulevard ...... For the thousandth time he felt himself baffled by this
calm , goggle-eyed boy who treated him with such supercilious coolness
. “You ought to be out in the open air this lovely morning , ” he said
feebly . “ All right . Let ’s go for a walk . I will if you will . ” “I1 -1
have other things to do , ” said Mr. Pett , recoiling from the prospect .
“ Well , this fresh-air stuff is overrated anyway . Where ’s the sense of
having a home if you do n’t stop in it ? 7 “ When I was your age , I would
have been out on a morning like this — er — bowling my hoop . ” “ And
look at you now ! 7 “ What do you mean ? ” “ Martyr to lumbago . ”
“ 1 am not a martyr to lumbago , ” said Mr. Pett , who was touchy on
the subject . “ Have it your own way . All I know is —” “ Never mind
!'” “1’m only saying what mother . . . 7 “ Be quiet ! ” Ogden made
further researches in the candy box . “ Have some , pop ? ” “No . ” ¢
Quite right . Got to be careful at your age . ” “ What do you mean ? ”
Getting on , you know . Not so young as you used to be . Come in , pop ,
if you 're coming in . There ’s a draft from that door . ” Mr. Pett retired
, fermenting . He wondered how another man would have handled this
situation . The ridiculous inconsistency of the human character infuriated
him . Why should he be a totally different man on Riverside Drive from
the person he was in Pine Street ? Why should he be able to hold his
own in Pine Street with grown men — whiskered , square-jawed financiers
and yet be unable on Riverside Drive to eject {{a fourteen-year-old
boy}} (#This is the marked mention) from an easy chair ? ......

Options:
Riverside Drive
The Typewriter Girl
Mr. Peter Pett’s Residence
Elmer Ford
Mrs. Pett

Library

Mr. Pett’s Room
Ogden Ford

Mr. Peter Pett

None of the Above

Answer: Ogden Ford

Figure 1: Sample instance from the validation set of
IdentifyMe. The mention of interest is highlighted in
the text. The answer options include frequently occur-
ring entities in the text, and None of the Above.

uncertain to what extent this is due to the LLMs’
weak referential abilities, as traditional corefer-
ence setups—both datasets and metrics—require
LLMs to adhere to varying definitions of mentions,
boundaries, and entities across datasets.

For instance, Le and Ritter (2023) report that
on document-level coreference annotation, LLMs
perform well at mention linking but struggle with
mention detection, particularly due to varying defi-
nitions of what constitutes an entity and how men-
tion boundaries are defined. While Manikantan
et al. (2024) mitigate the variability of entity def-
inition by assuming major entities as inputs, their
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evaluation remains limited by dataset-specific span
boundaries. Recent work by Gan et al. (2024)
demonstrates through manual analysis that LLMs
perform markedly better when evaluated in an un-
restricted output mode. This suggests that tradi-
tional evaluations may underestimate LLMs’ coref-
erence capabilities, highlighting the need to adapt
traditional CR datasets and metrics to better assess
LLM:s.

Along these lines, we introduce the IdentifyMe
benchmark for mention resolution in a multiple-
choice question (MCQ) format. The MCQ format
is commonly used in large language model (LLM)
evaluations (Hendrycks et al., 2021) and offers two
key advantages. First, its widespread presence in
pretraining datasets enables LLMs to answer ques-
tions in this format effectively. Second, it elimi-
nates the need for exact antecedent span identifi-
cation during mention resolution evaluation, thus
mitigating errors caused by dataset-specific anno-
tation choices.

To construct the benchmark, we use annota-
tions from two long-text coreference benchmarks,
namely LitBank (Bamman et al., 2020) and Fan-
tasyCoref (Han et al., 2021). To make the bench-
mark challenging, we restrict it to pronominal and
nominal mentions and apply heuristics for each
mention type to filter out easily resolvable cases
(Section 2.1). Each MCQ instance consists of text
marked with the mention of interest and choices
comprising frequently occurring entities in the text
and the None of the Above (NoA) option. Fig. 1
shows an example in IdentifyMe, derived from
LitBank.

We evaluate both closed- and open-source
LLMs with the following key findings:

* Among the mention types, LLMs perform
worse on pronominal mentions (which have
limited surface information) than on nominal
mentions.

* The instances where None of the Above is
the correct answer prove particularly challeng-
ing for all the models, with open-source mod-
els experiencing a performance drop of more
than 50%.

* With nested mentions, LLMs frequently
confuse entities with overlapping mentions

(e.g., mother ).

* The highest-scoring model GPT-40 scores
81.9% on IdentifyMe, highlighting the

strong performance of frontier LLMs while
indicating scope for further improvement in
referential capabilities.

2 IdentifyMe Benchmark

IdentifyMe is an MCQ-based benchmark where,
given a text document with a marked mention, the
task is to identify the entity the mention refers
to. We derive these mentions from two corefer-
ence datasets focused on literary texts: LitBank
and FantasyCoref. These datasets provide long
contexts (1700 words on average for FantasyCoref
and 2000 words for LitBank) and feature multi-
ple entities with rich inter-dependencies (e.g., Mr.
and Mrs. Pett) that make resolving mentions more
challenging. While LitBank offers diverse writ-
ing styles and linguistic structures, FantasyCoref
includes entities that often take on different forms
(e.g., disguises and transformations), or undergo ti-
tle change (e.g., Prince Rudolph is called The Em-
peror after his coronation), which further compli-
cates entity mapping.

Coreference annotations cluster mentions that
refer to the same entity, but creating an MCQ re-
quires a representative phrase for each entity clus-
ter. We use GPT-40-mini (see Table 9) to gener-
ate these phrases based on the mentions and their
frequencies. The generated annotations undergo
manual review to ensure each entity has a distinct
representative phrase.

To prevent confusion, we discard and avoid la-
beling clusters that: (i) contain annotation errors
(e.g., due to cluster merging or splitting (Kummer-
feld and Klein, 2013)); (ii) are too small (< 3 men-
tions) or difficult or ambiguous to label (e.g., enti-
tites like some money); (iii) are plural, as they often
lack explicit surface forms that can be derived from
mentions.

An MCQ is created from a document using men-
tions from labeled clusters, with all labeled entities
provided as options. To ensure benchmark qual-
ity, we exclude short context documents (< 1000
words) or those where the discarded entities repre-
sent more than 50% of the mentions.

2.1 Selecting Mentions for IdentifyMe

Based on previous works which utilize rule-based
linguistic patterns to perform (Zhou and Su, 2004;
Lee et al., 2013) or analyze (Haghighi and Klein,
2009; Otmazgin et al., 2023) coreference resolu-
tion, we propose a two-step heuristic to identify

769



challenging mentions.

Step 1: Discard easy mentions. We apply two
criteria to filter out mentions that can be easily re-
solved due to syntactic similarity:

Nominal fuzzy score: We calculate the fuzzy
similarity” between a nominal mention and its en-
tity’s representative phrase, allowing for variations
in word order and subsets. We discard mentions
with similarity scores above 75%, as these cases
typically provide obvious surface-form clues for
identification.

Net distractor score: We categorize pronomi-
nal mentions based on attributes like gender, num-
ber, and animacy (LingMess (Otmazgin et al.,
2023)). For a candidate marked pronominal
mention, nearby pronouns of the same category
that refer to the same entity can provide disam-
biguating context. However, pronouns that ei-
ther share the category but refer to different en-
tities, or refer to the same entity but have differ-
ent categories, can increase ambiguity. We define
the Net-Distractor-Score as the difference be-
tween the count of ambiguity-increasing and dis-
ambiguating neighboring pronouns. We discard
mentions with non-positive scores (< 0).

Step 2: Ranking mentions by difficulty. Fil-
tered mentions are ranked from most to least diffi-
cult: for nominals, a low Nominal-Fuzzy-Score
is preferred; and for pronouns, a high
Net-Distractor-Score is preferred. Addi-
tionally, the distance between the marked mention
and other mentions of the same entity also indicate
difficulty. We consider distances to the nearest
mention, the nearest nominal mention, and the
nearest mention resembling the representative
phrase as further criteria for ranking. All the
individual criteria are combined using Copeland’s
method (Copeland, 1951), evaluating pairwise
wins and losses to determine the final ranking.

2.2 Dataset Statistics

IdentifyMe comprises the 1800 most challeng-
ing questions based on our ranking method, drawn
from 159 documents (64 from LitBank, 95 from
FantasyCoref). We randomly select 600 of these
questions as a validation set for prompt tuning and
ablation experiments. Each question includes a
None of the Above (NoA) option to encourage more
confident entity selection. To test NoA detection,

2https://github.com/seatgeek/thefuzz

Model Random (10 runs) IdentifyMe (Val.)
Mistral-7B 64.8 +2.1 55.3
GPT-40-mini 705+ 1.9 63.3
GPT-40 * 83.8 80.7

Table 1: Performance of models on the IdentifyMe val-
idation set vs. comparable-sized evaluation set consist-
ing of randomly chosen mentions (repeated 10 times).

Model/Approach Accuracy
Mistral-7B 46.0
Llama-3.1-8B 50.0
GPT-40-mini 62.0
Gemini-1.5-Flash 66.0
GPT-40 70.0
Human-1 92.0
Human-2 94.0

Table 2: Performance of various models and human an-
notators on a subset of 50 questions from IdentifyMe.

we remove the correct entity from 10% of the ques-
tions, making NoA the correct choice. Both valida-
tion and test splits maintain balance across source
datasets and mention types (pronominals and nom-
inals).

2.3 Does IdentifyMe have Hard Mentions?

We conduct an ablation experiment to assess the ef-
fectiveness of our mention selection process. As a
baseline, we randomly sample mentions and evalu-
ate model performance on their identification. The
performance drops of 9.5% for Mistral-7B and
7.2% for the more robust GPT-40-mini demon-
strate that IdentifyMe captures more challenging
mentions compared to random sampling (see Ta-
ble 1).

2.4 Human Evaluation on IdentifyMe Subset

We perform human evaluation on a randomly se-
lected subset of 10 FantasyCoref documents from
the test split of IdentifyMe. A set of 50 mention
resolution questions are extracted from these docu-
ments, comprising 25 nominals and 25 pronominal
mentions. As seen in Table 2, there is a significant
performance gap of ~23% between humans and
the best performing LLM, GPT-40. This confirms
that there is substantial scope for improvement and
IdentifyMe poses a challenge to current LLMs.

3 Experiments

closed-source
(OpenAl,

models,
2024a),

Models. Among
we evaluate GPT-4o0
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Model w/o CoT  w/CoT

Mistral-7B 55.3 53.8
Llama-3.1-8B 50.2 59.7
GPT-40-mini 63.3 67.0

Table 3: Validation accuracy of LLMs w/ and w/o CoT.

Model Total Nominal Pronominal
ode (1200)  (600) (600)
Random 8.0 7.6 8.5
Mistral-7B 51.5 52.5 50.5
Llama-3.1-8B 53.3 53.2 53.5
GPT-40-mini 63.3 67.7 59.0
Gemini-1.5-Flash 73.9 77.7 70.0
GPT-40 81.9 85.2 78.7
Table 4: Performance of various models on the

IdentifyMe test set.

GPT-40-mini (OpenAl, 2024b), and
Gemini-1.5-Flash® (Gemini Team et al.,
2024). Due to computational constraints, we limit
the evaluation of open-source models to sub-10B
variants: Llama-3.1-8B (Meta-Al, 2024) and
Mistral-7B (Jiang et al., 2023).

MCQ setup. The selected mention is highlighted
in the original text by enclosing it with special to-
kens (e.g. “. .. eject a fourteen-year old boy from
L= . eject {{a fourteen-year old boy}}
(#This is the marked span) from ...”. A zero-
shot prompt instructs the model to retrieve and re-
solve the mention and identify who or what it refers
to from a given set of entities and NoA (detailed

prompt in Appendix A.3).

113

Inference details. For open-source models, we
use regex-based constrained decoding with the
outlines library (Willard and Louf, 2023) to limit
answers to specific entity representative phrases.
We also experiment with a chain-of-thought (CoT)
approach (Wei et al., 2023), instructing the model
to explain its reasoning before answering the
question. As seen in Table 3, using CoT im-
proves the model performance (e.g., +9.5% for
Llama-3.1-8B, +3.7% for GPT-40-mini). Based
on these results, we use the CoT decoding for eval-
uation over the test set. For details on prompts
used and decoding regular expressions, see Ap-
pendix A.3.

3Due to safety filters, evaluated on 1197 questions

Nominal Pronominal

Model FC LB FC LB

ode (300) (300) (300) (300)
Mistral-7B 39.0 66.0 51.7 49.3
Llama-3.1-8B 42.3 64.0 55.0 52.0
GPT-40-mini 60.7 74.7 63.3 54.7
Gemini-1.5-Flash  72.1 83.3 73.7 66.3
GPT-40 79.3 91.0 81.3 76.0

Table 5: Performance split by mention type and dataset
source. FC: FantasyCoref, LB: LitBank.

3.1 Results

Table 4 presents the overall LLM performance
on the IdentifyMe test set, along with a break-
down by nominal and pronominal mention types.
The Random baseline, where answers are uni-
formly randomly chosen, achieves 8% on our
benchmark. Although all LLMs outperform the
Random baseline, open-source models show consid-
erable room for improvement, with L1ama-3.1-8B
reaching only 53.3% accuracy. GPT-40 is the
top-performing model with an accuracy of 81.9%.
Meanwhile, GPT-40-mini, an affordable closed-
source option, surpasses smaller open-source mod-
els but lags behind top performers like GPT-40
and Gemini-1.5-Flash. Across mention types,
all closed-source models perform significantly bet-
ter at resolving nominal mentions than pronominal
ones.

Table 5 presents the performance split across
mention types and source datasets. For nominal
mentions, the FantasyCoref (FC) instances are, on
average, considerably more challenging than those
from LitBank (LB). This could be because of
the higher surface similarity across FantasyCoref
entities (e.g. The eldest princess, The youngest
princess). In contrast, LitBank’s pronominal men-
tions are harder to resolve than FantasyCoref’s,
possibly due to its complex linguistic structure.

3.2 Error Analysis

Comparing entities vs. NoA. Table 6 provides
the accuracy distribution when the correct option is
an entity (Ent) vs. NoA. Furthermore, we classify
errors into three categories: (a) ground truth is an
entity and the model chooses another entity (Ent-
Ent), (b) ground truth is an entity, but the model
predicts NoA (Ent-NoA), and (c) ground truth is
NoA, but the model chooses an entity (NoA-Ent).
Open-source models perform extremely poorly on
the NoA subset (120 MCQs), leading to high
NoA-Ent errors. Among closed-source models,
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Sample Error by GPT-4o0

... “M’ama ... non m " ama ... ” the prima donna
sang , and “ M’ama ! 7 | with a final burst of
love triumphant , as she pressed the dishevelled
daisy to her lips and lifted her large eyes to the so-
phisticated countenance of the little brown Faust-
Capoul , who was vainly trying , in a tight purple
velvet doublet and plumed cap , to look as pure
and true as {{ artless victim}} (#This is
the marked mention) . Newland Archer , lean-
ing against the wall at the back of the club box
, turned his eyes from the stage and scanned the
opposite side of the house ...

Ground Truth: Madame Nilsson
Predicted Answer: M. Capoul

Figure 2: An error by GPT-40 in resolving a nested men-
tion where the model incorrectly resolves his artless
victim to the entity referred to by his i.e. M. Capoul.

Accuracy #Misclassifications
Model Ent NoA Ent-Ent Ent-NoA NoA-Ent
Mistral-7B 570 1.7 453 11 118
Llama-3.1-8B 59.2 0.8 438 3 119
GPT-40-mini 634 625 221 174 45
Gemini-1.5-Flash 78.6 30.3 192 38 83
GPT-40 829 733 135 50 32

Table 6: Left: Model accuracy for MCQs with correct
answer as an entity (Ent, 1080 samples) vs. NoA (120
samples). Right: Number of misclassifications within
entities (Ent-Ent) or with NoA (Ent-NoA, NoA-Ent).

Gemini-1.5-Flash achieves sub-par performance
on NoA MCQs (| 48.3%) and prefers to select
an entity when the answer is NoA (83/120). In-
terestingly, GPT-40 and GPT-40-mini are much
more resilient on NoA questions, with drops of
only | 9.6% and | 0.9%, respectively.

Nested mentions. The dataset contains 352 in-
stances of nested mentions, where the span of one
mention overlaps with another. Table 7 shows that
the accuracy of nested mentions is comparable to
the overall accuracy. However, when models err
in resolving these mentions, about 40% of these

Accuracy

Model Non-nested Nested Span Error
Mistral-7B 50.1 54.8 40.3
Llama-3.1-8B 53.2 53.7 429
GPT-40-mini 60.8 69.3 343
Gemini-1.5-Flash 73.3 75.1 36.8
GPT-40 82.1 81.5 47.7

Table 7: LLM performance on nested mentions (352 of
1200) versus non-nested mentions. The Span Error col-
umn indicates the error for nested mentions where the
predicted entity corresponds to an overlapping mention.

errors are because the predicted entity corresponds
to an overlapping mention. Figure 2 illustrates a
sample nested mention error made by GPT-4o0.

4 Conclusion

We present IdentifyMe, a challenging MCQ
benchmark designed for the evaluation of the ref-
erential capabilities of LLMs. Our analysis re-
veals several key challenges for LLMs, includ-
ing: (i) pronominal resolution which has limited
surface form information, (ii) questions where
“None of the Above" is the correct answer, and
(iii) nested mentions that require distinguishing be-
tween overlapping spans. GPT-4o0 scores 81.9%
on IdentifyMe, highlighting the strong referen-
tial capabilities of frontier LLMs while still leav-
ing ample room for improvement. We believe the
IdentifyMe benchmark, with its curated mix of
diverse and challenging mentions, will serve as an
effective tool for fine-grained assessment of state-
of-the-art LLMs’ referential capabilities.

5 Limitations

The IdentifyMe has several limitations: it covers
only the literary domain, includes only nominal
and pronominal mentions, and excludes plural enti-
ties. The source datasets we used are publicly avail-
able, and our preliminary investigations suggest
limited contamination risk, as none of our evalu-
ated LLMs could accurately reproduce the original
CoNLL annotations for complete stories. While
we significantly transformed the original corefer-
ence annotations to construct our benchmark, we
acknowledge the potential possibility of data con-
tamination.
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Error in a Dialog by GPT-40

... “ Well , Watson , what do you make of it ? ”
Holmes was sitting with his back to me , and I
had given him no sign of my occupation . “ How
did you know what I was doing ? I believe you
have eyes in the back of {{your}} (#This is
the marked mention) head . 7 “1 have , at
least , a well-polished , silver-plated coffee-pot in
front of me , ” said he ...

Ground Truth: Sherlock Holmes
Predicted Answer: Dr. John Watson

Correct Resolution by GPT-40 and Llama-3.1

...John had not much affection for his mother and sisters ,
and an antipathy to me . He bullied and punished me ; not
two or three times in the week , nor once or twice in the day
, but continually : every nerve I had feared him , and every
morsel of flesh in my bones shrank when he came near . There
were moments when I was bewildered by the terror he inspired
, because I had no appeal whatever against either his menaces
or his inflictions ; the servants did not like to offend {{their
young master}} (#This is the marked mention) by taking my
part against him , and Mrs. Reed was blind and deaf on the

subject : she never saw him strike or heard him abuse me ,
though he did both now and then in her very presence , more
frequently , however , behind her back ...

Figure 3: A sample error made by GPT-40 where Sher-
lock Holmes and Dr. John Watson are engaged in a
dialog. The instance is particularly hard because the

dialog speakers are not marked and need to be inferred.

Ground Truth: John Reed

GPT-40

Explanation: The mention “their young master” refers to
John Reed, as he is the one who is described as being feared
by the servants and is the son of Mrs. Reed, making him the
young master of the household.

Predicted Answer: John Reed

A Appendix
A.1 Model Details

Table 8 presents the precise model identifies used
in this work.

Llama-3.1

Explanation: The mention refers to the person who is being
obeyed by the servants, and is the one who bullies and punishes
the narrator, Jane Eyre. The mention is used to describe the
relationship between the servants and John Reed.

Predicted Answer: John Reed

Model Model Identifier

Mistral-78 mistralai/Mistral-7B-v0.3 Figure 4: Sample instance from IdentifyMe that both
Llama-3.1-8B meta-1lama/Llama-3.1-8B .

GPT-40-mini gpt-4o-mini-2024-07-18 GPT-40 and L 1ama-3.1 get right.

Gemini-1.5-Flash  gemini-1.5-flash-001

GPT-40 gpt-40-2024-08-06

Table 8: Details of all the models evaluated in the paper.

A.2  Sample Model Outputs

Figure 3 presents another example error where the
model is confused due to complicated first and sec-
ond person references within dialog.

Figure 4 and 5 present instances which both
GPT-40 and L1ama3. 1 get right. Their explanation
makes sense as well.

Correct Resolution by GPT-40 and Llama-3.1

...And when once Grethel was inside , she intended to shut
the oven and let her bake in it , and then she would eat her ,
too . But Grethel saw what she had in her mind , and said ,
“T do not know how I am to do it ; how do {{you}} (#This
is the marked mention) get in ? 7 “ Silly goose , ” said the
old woman , “ The door is big enough ; just look , I can get in
myself ! 7 and she crept up and thrust her head into the oven

Ground Truth: The Old Woman
A.3 Prompts
Table 9 presents the prompt passed to
GPT-40-mini to generate representative phrases
for each cluster/entity. Table 10 and Table 11
present the prompts and regular expressions used
for inference with and without CoT respectively.

GPT-40

Explanation: In the context, “you” is used by Grethel to
ask the old woman how she would get into the oven, referring
directly to the old woman.

Predicted Answer: The Old Woman

Llama-3.1

Explanation: The mention refers to the old woman, who is
the wicked witch, and is instructing Grethel on how to get into
the oven to cook her brother Hansel. She is trying to trick
Grethel into getting into the oven herself.

Predicted Answer: The Old Woman

Figure 5: Sample instance from IdentifyMe that both
GPT-40 and L1lama-3.1 get right.
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https://huggingface.co/mistralai/Mistral-7B-v0.3
https://huggingface.co/meta-llama/Llama-3.1-8B
https://platform.openai.com/docs/models/gpt-4o-mini
https://cloud.google.com/vertex-ai/generative-ai/docs/learn/model-versions
https://platform.openai.com/docs/models/gpt-4o

Instruction

You are provided with information about entities in a document. For each entity, you are given
a list of different mentions, along with the number of occurrences of each mention in the
format mention (count). Derive an appropriate representative label for each entity from the given
mentions.

Use the following guidelines:

- Prefer names over other noun phrases (nominals).

- If the entity appears to be a narrator but lacks a specific name, label the entity as "Narrator”.
- Ensure the label is as precise and descriptive as possible.

- Avoid removing possessive pronouns from the representative label if they are included.

- Do not produce any other extra text.

Follow the below format:

Entity 0: Label @

Entity i: Label i

Example Input:

Information:
Entity @: i(34), me(17), my(9), myself(3), ishmael(1), my soul(1)

Entity 1: the most absent-minded of men(1), that man(1)

Entity 2: an artist(1)

Entity 3: the commodore on the quarter-deck(1), their leaders(1)

Entity 4: your insular city of the manhattoes(1), the city of a dreamy sabbath afternoon(1)
Entity 5: the poor poet of tennessee(1)

Entity 6: the world(2), this world(1)

Entity 7: cato(1)

Entity 8: this shepherd(1), the shepherd(1)

Entity 9: narcissus(1)

Example Output:

Entity @: Ishmael

Entity 1: The Most Absent-Minded Man
Entity 2: An Artist

Entity 3: The Commodore

Entity 4: City of the Manhattoes
Entity 5: The Poor Poet of Tennessee
Entity 6: The World

Entity 7: Cato

Entity 8: The Shepherd

Entity 9: Narcissus

Table 9: The zero-shot prompt passed to GPT-40-mini to generate representative phrases for each cluster/entity.
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Instruction

Read the text given below. The text has an entity mention marked within """ {{mention}} (#This
is the marked mention) """. Extract the mention and find who/what the mention refers to in the
text.

Example Input:

Text:

Chapter 1 It is a truth universally acknowledged, that a single man in possession of a good
fortune, must be in want of a wife. However little known the feelings or views of such a man
may be on his first entering a neighbourhood, this truth is so well fixed in the minds of the
surrounding families, that he is considered the rightful property of some one or other of their
daughters. "My dear Mr. Bennet," said his lady to him one day,

Chapter 2 Mr. Bennet was among the earliest of those who waited on Mr. Bingley. He had always
intended to visit him, though to the last always assuring {{his wife}} (#This is the marked
mention) that he should not go; and till the evening after the visit was paid she had no
knowledge of it. It was then disclosed in the following manner. Observing his second daughter
employed in trimming a hat, he suddenly addressed her with: "I hope Mr. Bingley will like it,
Lizzy." "We are not in a way to know what Mr. Bingley likes,” said her mother resentfully, "since
we are not to visit” ...

I do not know how you will ever make him amends for his kindness; or me, either, for that matter.
At our time of life it is not so pleasant, I can tell you, to be making new acquaintances every
day; but for your sakes, we would do anything. Lydia, my love, though you are the youngest, I
dare say Mr. Bingley will dance with you at the next ball.

Options for the answer:
Mary

Kitty

Mrs. Bennet

Mrs. Long
Elizabeth

Mr. Bingley

Mr. Bennet

Lydia

Netherfield Park
None of the Above

Note that you can select the None of the Above option (The mention refers to: None of the
Above), if the mention does not refer to any other entity/option. Also provide explanations in
1-2 sentences for the same. Do not produce any other extra text.

Follow the below format:

- Mention:

- Explanation:

- The mention refers to:

Decoding Regex (Constrained Decoding):

- Mention: \{{[A-Za-z ,\’\.1{1,125}\}}

- Explanation: \{{[A-Za-z ,\’\.1{150,3503\}}

- The mention refers to: (Mary|Kitty|Mrs. Bennet|Mrs. Long|Elizabeth|Mr. Bingley|
Mr. Bennet|Lydia|Netherfield Park|None of the Above)

Example Output:

- Mention: his wife

- Explanation: The mention refers to Mrs. Bennet. The pronoun ’his’ refers to Mr. Bennet, and
’wife’ refers to the person who is married to Mr. Bennet. So, the mention refers to Mrs. Bennet.
- The mention refers to: Mrs. Bennet

Table 10: QA prompt with CoT used in the test set experiments.
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Instruction

Read the text given below. The text has an entity mention marked within """ {{mention}} (#This
is the marked mention) """. Extract the mention and find who/what the mention refers to in the
text.

Example Input:

Text:

Chapter 1 It is a truth universally acknowledged, that a single man in possession of a good
fortune, must be in want of a wife. However little known the feelings or views of such a man
may be on his first entering a neighbourhood, this truth is so well fixed in the minds of the
surrounding families, that he is considered the rightful property of some one or other of their
daughters. "My dear Mr. Bennet,"” said his lady to him one day,

Chapter 2 Mr. Bennet was among the earliest of those who waited on Mr. Bingley. He had always
intended to visit him, though to the last always assuring {{his wife}} (#This is the marked
mention) that he should not go; and till the evening after the visit was paid she had no
knowledge of it. It was then disclosed in the following manner. Observing his second daughter
employed in trimming a hat, he suddenly addressed her with: "I hope Mr. Bingley will like it,
Lizzy."” "We are not in a way to know what Mr. Bingley likes,” said her mother resentfully, "since
we are not to visit” . ..

I do not know how you will ever make him amends for his kindness; or me, either, for that matter.
At our time of life it is not so pleasant, I can tell you, to be making new acquaintances every
day; but for your sakes, we would do anything. Lydia, my love, though you are the youngest, I
dare say Mr. Bingley will dance with you at the next ball.

Options for the answer:
Mary

Kitty

Mrs. Bennet

Mrs. Long
Elizabeth

Mr. Bingley

Mr. Bennet

Lydia

Netherfield Park
None of the Above

Note that you can select the None of the Above option (The mention refers to: None of the Above),
if the mention does not refer to any other entity/option. Do not produce any other extra text.
Follow the below format:

- Mention:

- The mention refers to:

Decoding Regex (Constrained Decoding):

- Mention: \{{[A-Za-z ,\’\.1{1,125}\}}
- The mention refers to: (Mary|Kitty|Mrs. Bennet|Mrs. Long|Elizabeth|Mr. Bingley|
Mr. Bennet|Lydia|Netherfield Park|None of the Above)

Example Output:

- Mention: his wife
- The mention refers to: Mrs. Bennet

Table 11: QA prompt without CoT.
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