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Abstract

This paper introduces repetition neurons, re-
garded as “skill neurons” responsible for the
repetition problem in text generation tasks.
These neurons are progressively activated more
strongly as repetition continues, indicating
that they perceive repetition as a task to copy
the previous context repeatedly, similar to in-
context learning. We identify these repetition
neurons by comparing activation values before
and after the onset of repetition in texts gener-
ated by recent pre-trained language models. We
analyze the repetition neurons in three English
and one Japanese pre-trained language models
and observe similar patterns across them.

1 Introduction

While text generation with LLMs such as GPT-
3 (Brown et al., 2020) has been actively studied,
the issue of repetition remains a fundamental chal-
lenge (Li et al., 2023a; Ivgi et al., 2024). Specifi-
cally, repetition is particularly problematic under
greedy generation, which is often used when repro-
ducibility must be guaranteed (Song et al., 2024).
Many researchers have tackled this problem by
analyzing repetition (Fu et al., 2021; Xu et al,,
2022) and developing techniques to mitigate repeti-
tive outputs (Keskar et al., 2019; Shirai et al., 2021;
Zhu et al., 2023; Li et al., 2023a). Some works
specifically focus on attention heads, such as induc-
tion heads, framing repetition as a key mechanism
for in-context learning (Olsson et al., 2022; Bansal
et al., 2023; Crosbie and Shutova, 2024). However,
the internal mechanisms of generative models that
produce repetitive outputs remain insufficiently ex-
plored (Vaidya et al., 2023; Wang et al., 2024).
We focus on the neurons of Transformer lan-
guage models (Vaswani et al., 2017; Geva et al.,
2021; Dai et al., 2022; Chen et al., 2024) that detect
repetition in inputs and trigger repetitive outputs
in text generation. We refer to these neurons as
“repetition neurons” following Wang et al. (2024).
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Figure 1: Activation values of top four repetition neu-
rons for 30 tokens before and after repetition (Gemma-
2B, averaged value over 1,000 texts). Repetition neu-
rons are strongly activated in the repetition range.

We hypothesize that the repetition neuron is a “skill
neuron” (Radford et al., 2017; Wang et al., 2022)
that prompts the model to generate repetition as a
task of copying the previous context, akin to “task
vectors” (Hendel et al., 2023) found in in-context
learning (Brown et al., 2020; Yan et al., 2024).

We propose a method to identify repetition neu-
rons by comparing activation values in the input
ranges before and after the onset of repetition
(§3.1). As shown in Figure 1, repetition neurons
tend to become progressively more strongly acti-
vated as the repetition sequence continues.

We inspected repetition neurons in three En-
glish and one Japanese pre-trained language model.
Our experimental results show that repetition neu-
rons appear in both intermediate and final layers
(§3.2). Furthermore, we demonstrate that deactivat-
ing these neurons suppresses the output probabili-
ties of repeated tokens (§4.1), while activating them
increases these probabilities (§4.2)!. In addition,
we highlight the relationship between repetition
neurons and induction heads (§5).

'Code for our experiments is available at https://
github.com/tatHi/repetition_neuron
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Figure 2: A, of all neurons sorted in the ascending
order. The x-axis shows the relative rank of each neuron
(i.e., 1.0 is the 294,912-th neuron in Gemma-2B).

2 General Setting

2.1 Models

We utilized three English pre-trained language
models: Gemma-2B (Team et al., 2024), which
has 18 layers (294,912 neurons), Pythia-2.8B-
Deduped (Biderman et al., 2023), with 32 layers
(327,680 neurons), and LLaMA-3.2-3B (Dubey
et al., 2024), with 28 layers (229,376 neurons).
Additionally, we employed a Japanese pre-trained
language model: LLM-jp-3-1.8B (LLM-jp et al.,
2024), which has 24 layers (172,032 neurons).

2.2 Dataset with Repetition

To analyze the internal workings of language
models on repetitive text, we collected 1,000
texts containing repetition from each language
model. We randomly generated the first ten tokens
with temperature = 1.0 using the generate()
method from HuggingFace Transformers (Wolf
et al., 2020). Afterward, we filtered out texts that
did not contain repetition. We defined a text as
containing repetition if the same 10-gram token
sequence appeared three times at equal intervals
within 100 tokens. Additionally, we excluded texts
that did not have at least 50 tokens before and after
the onset of repetition. The onset of repetition is
defined as the point where the repeated sequence
appears for the second time (see Figure 1). Table 2
in Appendix B provides examples of the repetitive
texts generated through this process. The entire
generation process took less than two hours on a
single NVIDIA V100 GPU.

3 Finding Neurons Invoking Repetition

3.1 Detecting Repetition Neuron

In this work, we consider the outputs of the activa-
tion function in the feed-forward network of each
Transformer layer as “neurons,” following previous
studies (Geva et al., 2021; Dai et al., 2022; Wang
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Figure 3: The number of repetition neurons for each
layer when considering the top 0.5% of the entire neu-
rons are repetition neurons. The x-axis shows the rela-
tive location of layers against the number of entire layers
(e.g., 1.0 is the 18th layer in the case of Gemma-2B).

et al., 2022). We hypothesize that repetition neu-
rons are more strongly activated in the range of
texts with repetition and less active in texts without
repetition. Therefore, we identify repetition neu-
rons by comparing their activation values before
and after the onset of repetition.

Let x € X represent a single text containing
repetition, generated as described in §2.2, with
| X' | = 1,000 texts in total. Each text consists of a
sequence of M tokens, x = {wy, ..., Wiy, ..., Was }s
and includes a repetition onset point s. This
means the sequence after position s (i.e., Ts<m =
{Wm=s, ..., wpsr}) consists of repeated tokens. We
define the r tokens preceding the onset point,
257t = {ws_,,...,ws_1}, as the “normal” range
without repetition, and the r tokens following the
onset point, 2571 = {wy, ..., wsi,_1}, as the
“repetition” range. We used the hyperparameter
r = 30 for the main experiments, and Appendix
E reports the ablation study. For each neuron n
involved in the forward computation of the lan-
guage model, we compute the average activation
values a,, and a,, over both the normal and repeti-
tion ranges, respectively.

s—1
1
Ap = W Z Z f(wmnljlnvn)u (D

rxeX m=s—r
s+r—1

an:|X1><TZ Z f(wm, 27",n),  (2)

reX m=s

where f(wp,, z]",n) is a function that returns the
activation value of neuron n at the time step corre-
sponding to the input token w,,, when reading the
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sequence =" with the language model. Next, we
calculate the difference A,, between the activation
values in the normal and repetition ranges as a score
to quantify the effect of neurons on repetition:

A, =a, — ap. 3)

Here, larger A,, means the neuron n are activated
more strongly in the repetition range than the nor-
mal range. We define the top K neurons with the
largest A,, as repetition neurons for the model 6.

3.2 Observation of Repetition Neuron

Figure 2 shows the obtained A,, of all neurons,
sorted in ascending order, for four language models.
It is evident that only a small number of neurons ex-
hibit remarkably high A,, values. This distribution
is consistent with existing reports, which suggest
that neuron activation is typically sparse (Li et al.,
2023b; Voita et al., 2023). This also indicates that
only a limited number of repetition neurons are
activated exclusively in the repetition range.

Figure 1 shows the average activation values
of the top four repetition neurons in Gemma-2B,
measured across 1,000 texts for 30 tokens before
and after the beginning of repetition. As repetition
continues, the activation values of these neurons
increase. This finding suggests that the repetition
neurons respond to the recurrence of input tokens.
We hypothesize that when the repetition neurons
are strongly activated, the model starts to interpret
copying previous tokens as a task, thereby falling
into repetition (see §4).

Figure 3 presents the distribution of repetition
neurons across different layers. The last layer con-
tains the largest number of repetition neurons in
all models, while a secondary peak appears in the
intermediate layers. This suggests the existence
of two types of repetition neurons: those that de-
tect repeating patterns in the intermediate layers
and those that drive the model to replicate previ-
ous contexts in the uppermost layer. The presence
of repetition neurons in both the final and inter-
mediate layers aligns with previous findings that
task-specific neurons tend to reside in higher lay-
ers (Wang et al., 2022), and task-related parameters
and hidden states are often found in intermediate
layers (Hendel et al., 2023; Merullo et al., 2024).
Figure 9a and 9b in Appendix E show that the
location patterns of the repetition neurons remain
consistent across variations in hyperparameters | X |
and r.
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Figure 5: The number of samples with repetition after
activating the repetition neurons for the texts originally
without repetition.

4 Intervention to Repetition Neurons

If our hypothesis that the repetition neurons invoke
repetition is correct, we should be able to control
the repetition problem by intervening with these
neurons (Arora et al., 2018; Wang et al., 2022).

4.1 Preventing Repetition

Setup: In this section, we test whether deactivating
the repetition neurons can more effectively sup-
press repetition compared to deactivating randomly
selected neurons. For this experiment, we gen-
erated an additional unseen 100 texts containing
repetition for each language model, using the same
method described in §2.2. We then deactivated the
repetition neurons by setting their activation values
to 0.0, starting from the token where the original
text begins to repeat (e.g., in the case of Figure 1,
from the generation step of second “H”).
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Original Greedy Output

Intervened Greedy Output

The latest trend in design for the kitchen sink drain is the
use of a stainless steel sink drain. This is a great way to add
a touch of class to your kitchen. Stainless steel sinks are also
very durable and easy to clean. The > stainless steel sink

drain is a great way to add a touch of class to your kitchen.

It is also very durable and easy to clean. What is a stainless
steel sink drain? A stainless steel sink drain is a type of sink
drain that is made from stainless steel. Stainless steel is a
type of metal that is resistant to corrosion and rust.

The latest trend in design for the kitchen sink drain is the
use of a stainless steel sink drain. This is a great way to add
a touch of class to your kitchen. Stainless steel sinks are also
very durable and easy to clean. The » stainless steel sink
drain is a great way to add a touch of class to your kitchen.
Stainless steel sinks are also very durable and easy to clean.
The stainless steel sink drain is a great way to add a touch
of class to your kitchen. Stainless steel sinks are also very
durable and easy to clean. The stainless steel sink drain ...

Table 1: The example of generation by Gemma-2B with and without intervention to the repetition neurons. »
indicates the beginning point of the intervention to invoke the repetition. We also indicate this point in the original
greedy output with > for visibility. Color-boxes show the repeating phrases.

Result: Figure 4 shows the number of samples con-
taining repetition after deactivating varying num-
bers of repetition neurons (solid lines) compared
to randomly selected neurons (dashed lines). As
the figure demonstrates, deactivating the repetition
neurons effectively reduces the number of samples
with repetition compared to deactivating randomly
selected neurons. This result confirms that the rep-
etition neurons identified by our method are indeed
responsible for causing the repetition problem. We
observed that deactivating repetition neurons re-
duces the number of samples with repetition by
up to 25% (and by as much as 35% with optimal
hyperparameter settings, as shown in Figures 10a
and 10b). This suggests that roughly 30% of the
repetition problem can be attributed to the repeti-
tion neurons. Table 3 in §C provides an example
where repetition was successfully suppressed, illus-
trating that the generated text remains grammati-
cally coherent despite neuron intervention. Besides,
the perplexity is not largely damaged by deactivat-
ing the repetition neurons, as shown in Figure 8a,
which supports the coherency of the performance
quantitatively. This confirms that the repetition
neurons are specifically responsible for triggering
repetition.

4.2 Invoking Repetition

Setup: In contrast to the experiment in §4.1, this
section investigates whether activating the repeti-
tion neurons leads the model to produce repetitive
outputs more effectively than activating randomly
selected neurons. We newly prepared 100 unseen
samples for each language model that do not con-
tain repetition. Each sample consists of 210 tokens,
with the first 10 tokens generated randomly and the
remaining tokens generated greedily. Similar to the
experiments in §4.1, we forcibly activate the repe-

tition neurons starting from the 51st token during
the generation process. The neurons are activated
by adding 1.0 to their original activation values.
Result: Figure 5 presents the number of samples
exhibiting repetition after activating repetition neu-
rons and randomly selected neurons. The figure
demonstrates that repetitive samples increase as
more neurons are activated. Furthermore, the ac-
tivation of repetition neurons is more effective at
invoking repetition compared to the activation of
randomly selected neurons. Figure 8b also demon-
strates that activating repetition neurons signifi-
cantly worsens perplexity, suggesting an increased
likelihood of generating repetitive tokens. These
results support our hypothesis that neurons with
higher A,, function as “skill neurons” that trigger
repetitive behavior. Activating randomly selected
neurons also leads to many repetitive samples, sug-
gesting that factors like unstable hidden states also
contribute to the repetition problem in addition to
the repetition neurons.

Case Study: Table 1 provides a typical genera-
tion example obtained by activating the repetition
neurons. The table highlights the text range where
we forcibly activate the repetition neurons with
the bold font. Interestingly, the model does not
immediately begin repeating tokens following the
intervention. Instead, once it completes the sen-
tence it is generating, the model starts to replicate
text that appeared before the point of intervention.
This suggests that the repetition neurons encour-
age the model to copy previous outputs rather than
simply generating tokens that are easily repeated.

5 Comparison with Induction Heads

Several works in in-context learning have exam-
ined how attention heads, particularly induction
heads (Olsson et al., 2022; Bansal et al., 2023;
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Crosbie and Shutova, 2024), exhibit repetitive be-
haviors. These studies explore how in-context
learning performance relates to an LLM’s ability to
copy patterns in synthetically generated repeating
sequences. Building on these insights, we focus
on a neuron-based analysis of repetition actually
generated by the LLMs themselves. In this section,
we compare the “repetition neurons,” “induction
heads,” and “self-finding heads” derived from the
same repeating texts using three LLMs: Gemma-

2B, Pythia-2.8B, and LLaMA-3.2-3B.

Figure 6 shows the distribution of the repetition
neurons (the same results as in Figure 3), induc-
tion heads, and self-finding heads over layers. In
our analysis, we define “induction heads” as heads
attending to repeating tokens that are to be gener-
ated after the current input token (Figure 7a). We
also define “self-finding heads” as heads attending
to the repeating token identical to the input token
(Figure 7b). We identified a head as induction or
self-finding if its total attention score for the tar-
get tokens that appear after the second repeating
position exceeds 0.5. We then summarize their

layer positions to see how these heads align with
repetition neurons.

The observed behavior varies by model architec-
ture. As shown in Figure 6a, Gemma-2B’s repe-
tition neurons share two peaks with the induction
heads, and one of these peaks is also shared by
self-finding heads. This suggests that certain rep-
etition neurons are activated in response to both
induction and self-finding heads capturing repeti-
tion. However, the highest induction-head peak
(layer 14 of 18) does not coincide with the highest
repetition-neuron peak (layer 18 of 18).

Figures 6b and 6¢ present a different pattern for
Pythia and LLaMA, where we do not observe a
strong alignment between repetition neurons and
induction heads. Nevertheless, similar to Gemma-
2B, some peaks in the early layers of repetition
neurons correspond to peaks of self-finding heads.
This suggests that repetition neurons respond to
self-finding patterns in earlier layers and take on
different roles in later layers.

Overall, this comparison among repetition neu-
rons, induction heads, and self-finding heads re-
veals coordinated interactions while showing their
distinct roles in detecting and invoking repetition.

6 Conclusion

We proposed a method to identify the repetition
neurons that contribute to the repetition problem
in text generation. These neurons are located in
both the intermediate and final layers of the Trans-
former, similar to skill neurons and task vectors.
Our experimental results show that by intervening
in the activity of these repetition neurons, we can
control the occurrence of repetitive outputs.
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Limitations

The primary goal of this short paper is to report the
existence of repetition neurons in repetitive texts
and to describe their basic behavior. We recognize
that our findings are likely to spark further discus-
sion, which lies beyond the scope of this work. To
facilitate future research, we outline several key
topics related to repetition neurons:

* We prepared the dataset without considering
detailed aspects of repetition (§2.2), such as
the length of each repetitive phrase. By focus-
ing on specific phrase lengths, can we identify
particular tendencies in the behavior of repeti-
tion neurons?

* We observed two distinct peaks in the distri-
bution of repetition neurons across layers in
Figure 3. What are the functional differences
between neurons located in the intermediate
layers and those in the final layer?

* The experimental results of deactivating the
repetition neuron suggest that roughly 30%
of the repetition problems are caused by the
repetition neuron (§4.1). What causes the rest
70% repetition problem?

* Does the behavior of repetition neurons
change against the model configuration (e.g.,
the parameter size, the language used in the
pre-training, the activation functions, and so
on)?

* We used the simple intervention to the repe-
tition neurons: replacing the activation value
with 0.0 for deactivation (§4.1) and adding 1.0
for activation (§4.2). What can we observe
when gradually increasing or decreasing the
activation value instead of the simple replace-
ment or addition?

* Beyond the neuron-based and head-based
analysis (§5), can we find any other specific
circuit in the LLMs’ calculation when out-
putting the repetitive texts?

Some of the above topics are partially discussed in
the appendix. We believe that our findings in this
paper help the further discussion to reveal the inner
working of the repetition problem.
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A Comparison with Existing Work

The concept of the “repetition neuron” was first in-
troduced by Wang et al. (2024), where they showed
its impact on machine translation using in-context
learning. While our research was conducted con-
currently and independently, the fact that multiple
research teams are exploring similar topics under-
scores the growing interest in understanding repeti-
tion within NLP models. Our findings in general
text generation complement their results in the ma-
chine translation task, supporting the idea that rep-
etition neurons play a broader role across various
generation tasks. Below, we outline the key distinc-
tions between our work and theirs to highlight our
unique contributions.

Unlike their focus on improving performance
in in-context learning for machine translation by
editing repetition neurons, our research aims to un-
cover the inner workings of LLMs when processing
repetitive text, specifically from the perspective of
repetition neurons. To achieve this, we employed
four different pre-trained language models (three
English, one Japanese) and demonstrated that rep-
etition neurons are not restricted to a single archi-
tecture on a specific task like machine translation
with LLaMA-7B but are observable across vari-
ous architectures (§2.1, 2.2). Our broader focus on
general text generation highlights the versatility of
the repetition neuron phenomenon, as compared to
the task-specific nature of the machine translation
context used in Wang et al. (2024).

Our experiments also provide a more detailed
analysis of the distribution of repetition neurons
across layers in different models and under varying
hyperparameters, something not covered in previ-
ous work (§3.2 and §E). While both studies involve
deactivating repetition neurons to observe the im-
pact on generation, our experiments present a com-
prehensive comparison across four language mod-
els, revealing performance changes as the number
of deactivated neurons varies (§4.1). One insight
that emerges from our findings is that selecting
only the top 300 neurons, as in Wang et al. (2024),
may be insufficient for models of larger scale, a
point we explore in depth. In addition, our explo-
ration of neuron activation to deliberately induce
repetition (§4.2) introduces a novel dimension to
this research.

Methodologically, our approach to identifying
repetition neurons by comparing activation val-
ues before and after the repetition point is more
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straightforward than their attribution score-based
method (Dai et al., 2022). Given that both meth-
ods yield similar outcomes in terms of controlling
repetition, our simpler approach could serve as
an alternative for identifying repetition neurons in
large-scale models.

In sum, while our findings do not conflict with
those of Wang et al. (2024), our work complements
their research by providing a broader, more detailed
exploration of the role of repetition neurons. Our
findings not only validate the existence of these
neurons across different architectures but also con-
tribute novel insights into their layer-wise distribu-
tion and activation patterns. These insights pave
the way for more targeted interventions in control-
ling repetition across various language generation
tasks.

B Example of Generated Repetition

Table 2 shows the actual examples of the dataset
created in the manner explained in §2.2. In this
table, the bold font highlights the repeated phrases.
Note that here we highlight the text range from the
first repeating phrases to the end of the third repeat-
ing phrase, while the repetition range mentioned in
§3.1 refers to the span after the second repeating
point. As shown in this table, there are various
lengths of repeated phrases in each sample. Future
work should focus on the effect of differences in
the repetition style on the repetition neurons.

C Additional Case Study

Table 3 shows an example of text generation with
Gemma-2B, where we deactivate the top 600 rep-
etition neurons. The original greedy generation
falls into the repetition of the short phrase “The
driveway?” after listing similar phrases. By deacti-
vating the repetition neurons, the model terminates
to list similar phrases and begins to generate natural
sentences. This result implies that some repetition
neurons have an effect of making the model copy
the template “the ___?” and some other neurons
are in charge of copying “driveway”.

D Perplexity with Intervention

Figure 8a and 8b show the changes in perplexity
based on different numbers of intervened repetition
neurons. We used the test split of WikiText-2 for all
models, including LL.M-jp-1.8B, which was fine-
tuned on Japanese corpora. As shown in Figure



Gemma-2B

... ask this, but I'm curious about the black hat. I've been looking for a good one for a while now, but I’ve never found
one that I really liked. I've been looking at the black hat, but I’m not sure if it’s the right one for me. I’m not sure if
it’s the right one for me. I’m not sure if it’s the right one for me. ...

~ ... come to me.” Smith said she has seen a rise in the number of students who are dealing with mental health issues. “T -
think it’s because of the pandemic,” she said. “I think it’s because of the isolation. I think it’s because of the stress of
the world. I think it’s because of the stress of the world. I think it’s because of the stress of the world ...

" ... Thave been using the same starter for the last 2 months. I have been using the same flour and water. I have been using -
the same method. I have been using the same oven. I have been using the same technique. I have been using the
same everything. I have been using the same everything. I have been using the same everything. I ...
Pythia-2.8B-Deduped
... good. I did add a little more salt than the recipe called for. I also added a little more pepper. I also added a little more
garlic powder. I also added a little more onion powder. I also added a little more oregano. I also added a little more
basil. I also added a little more basil. I also added a little more basil ...

~ ... abad mood. "I'm sorry," I said. "I didn’t mean to upset you." "It’s okay," she said. "I'm just glad you're here.” "I'm
glad I’'m here, too." ""I’m glad you’re here, too." '"I’m glad you’re here, too." "I’m glad you’re ...

~ ... look at the flower and see if it is a little bit different. If it is, you should not be too concerned. If it is a little bit -
different, you should be able to use it. If you are using a new flower, you should be able to use it. If you are not, you
should be able to use it. If you are not, you should be able to use it. If you are not ...

LLaMA-3.2-3B

... It is a book of the plan of salvation. It is a book of the plan of happiness. It is a book of the plan of mercy. It is a book
of the plan of redemption. It is a book of the plan of life. It is a book of the plan of happiness. It is a book of the plan
of happiness. It is a book of the plan of happiness ...

" ... hesion and proliferation of human breast cancer cells. The CD44 expression was analyzed by flow cytometry and -
immunohistochemistry. The CD44 expression was also analyzed by reverse transcription-polymerase chain reaction
(RT-PCR) and Western blotting. The CD44 expression was also analyzed by immunohistochemistry. The CD44
expression was also analyzed by immunohistochemistry. The CD44 expression was also analyzed by immunohisto-
chemistry ...

~..27A)10B) 12 C) 15D) 20 E) 25 Answer: Let x be the number of buses on the route. 21x/4 =21x/4 * 3/4 =3/4 % 21x
=3/4*21x=3/4*21x...

LILM-jp-3-1.8B

LEEOTHEERZLET, ZOEEEIE. THR] 2BV WS ERNH D 3, 5] & T4 i
BWHLT, T & T cBEANS, 250, TR] ZBWHELT, MEl 28 ANns, [TH]
EEBWVWHLT., B 28BEAN3, #] Z2BVWHLT. @ 282 ANn3, .

L SIE]: BEAR Dt & B4 B3 Dfoe & 4 B30 HE20 DgE X ## HE2000: B 1M Difge & #4# H511E]: FROEID
R X ## SB0[01: 0B DFE E ## 5B0ME: OB DTS ## 50...

Y T TN E AT S D e T ST X T T T e TS T R E e LT LS T

s MBERBEEEZRETLIIECEAMT B I ENTE B,
BOEMER) FBH=25E8 AN ESEOHBEN ST T 5ICESEOHBESBT I mICESED
HAR A T 9 B HIIC ...

Table 2: Three exapmles of generated samples with perturbation by each langauge model. This table shows 30
tokens before the begenning of repetition and three times repetition.

Original Greedy Output

Intervened Greedy Output

What’s the one thing you love the most about your home?
Is it the view? The location? The size? The layout? The
design? The style? The architecture? The materials? The
colors? The finishes? The fixtures? The appliances? The
lighting? The furniture? The art? The decor? The landscap-
ing? The pool? The fireplace? The kitchen? The bathroom?
The closet? The storage? The garage? The driveway? The
driveway? The driveway? The driveway? The driveway? The
driveway? The driveway? The driveway? The driveway? The
driveway? The driveway? The driveway? The driveway? The
driveway? The driveway? The driveway? The driveway? ...

What'’s the one thing you love the most about your home?
Is it the view? The location? The size? The layout? The
design? The style? The architecture? The materials? The
colors? The finishes? The fixtures? The appliances? The
lighting? The furniture? The art? The decor? The landscap-
ing? The pool? The fireplace? The kitchen? The bathroom?
The closet? The storage? The garage? The driveway? If
you’re like most of us, you probably have a million and
one things you love about your home. But, if you’re like
me, you also have a million and one things you don’t like
about your home. I’ve lived in my 1950s-era home for ...

Table 3: An example of text generation that repetition is reduced by deactivating repetition neurons (Gemma-2B).
The repeated texts are highlighted with underline in the original greedy output. In the intervened output, bold
indicates the range where the repetition neurons are deactivated.
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Figure 8: Perplexity on the test split of WikiText-2 with the intervention to repetition neurons.

8a, the performance degradation caused by deac-
tivating repetition neurons is relatively moderate.
Although the impact on perplexity is smaller when
intervening on randomly sampled neurons, consid-
ering that GPT-2’s perplexity on the same corpus
was 18.34 (Radford et al., 2019), the degradation
caused by deactivating repetition neurons is accept-
able. This suggests that repetition neurons do not
significantly affect the generation of normal texts
that do not contain repetition.

Unlike the English models, LLM-jp-1.8B’s per-
plexity increases substantially even when a smaller
number of repetition neurons are deactivated. This
result implies that repetition neurons may be
language-specific. In other words, neurons identi-
fied as repetition neurons in Japanese may serve
a different role in English texts, leading to more
significant harm to perplexity on English test sets.

In contrast, the perplexity increases dramatically
when repetition neurons are activated. For instance,
the perplexity of Gemma-2B and LLaMA-3.2-3B
exceeds 100 when 500 and 800 repetition neu-
rons are activated, respectively, indicating that the
model becomes severely impaired with the acti-
vation of a large number of these neurons. This
suggests that repetition neurons play an impor-
tant role in generating non-grammatical outputs,
and their improper activation increases the likeli-
hood of tokens reappearing from earlier in the text.
On the other hand, LLM-jp-1.8B’s perplexity re-
mains largely unaffected by activating its repetition
neurons. This further suggests that repetition neu-
rons could be language-specific, as those found in
Japanese texts do not have a significant impact on
the perplexity of English texts.

E Ablation Study

The proposed method to seek the repetition neu-
rons has two hyperparameters: the number of repet-
itive texts generated for the dataset | X| (§2.2)
and the text range r to be focused on when cal-
culating activation scores (§3.1). In the main
body of this paper, we used | X| = 1,000 and
30. Herein, we investigate the effect of
these hyperparameters on the same experiments
using Gemma-2B. The scope of this ablation study
is | X| = {50, 100, 500, 1000, 1500, ..., 5000} and
r = {5,10,15,...,50}. When investigating the
various |X|, we fix the other hyperparameter as
r = 30, while | X| = 1,000 for the investigation
of r.

r =

Figure 9a and 9b show the location of the rep-
etition neuron on the Transformer layers (§3.2).
As shown in the figure, the size of the dataset
| X | does not have large effect on the distribution,
which means we can obtain the similar set of rep-
etition neurons both with smaller and larger sizes
of datasets. On the other hand, r has an effect
on the distribution to some degree. For the case
of Gemma-2B, we can obtain roughly a similar
tendency with 15 < r.

Figure 10a and 10b show the difference in the
performance for the experiment about deactivating
repetition neurons (§4.1). The experimental result
indicates that we can obtain the more reduction
effect with the larger number of deactivated repe-
tition neurons. In contrast, the larger r cause the
decrease of the effect to reduce the repetition with
larger number of deactivated neurons. Figure 10b
suggests that = 10 or » = 15 leads to the largest
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Figure 9: The number of repetition neurons for each layer with various hyperparameters (Gemma-2B).
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Figure 10: The experimental result with deactivating repetition neurons for different hyperparameters (Gemma-2B).

effect on controlling the repetitive generation.

The experimental results for the effect of various
hyperparameters on the setting with activating rep-
etition neurons in Figure 11a and 11b show similar
trends. The larger | X| leads to the larger number
of repetitive texts while 7 = 10 or r = 15 has the
largest effect on the repetitive generation. These
results could be an important clue to investigate the
relation between the length of repetitive phrases
and the repetition neurons in the future work.

F Comparison between Two Model Sizes

We compared the experimental results with two
different sizes of the same architecture: Gemma-
2B and Gemma-7B.

Figure 12 shows the distribution of repetition
neurons over the layers. Compared to Gemma-2B,
the repetition neurons of Gemma-7B are mainly
located in the last layer. This result implies that

the nature of repetition neurons varies depending
on the size of the language model instead of the
architecture.

Figure 13 and 14 show the experimental results
of the two experiments with deactivating and ac-
tivating the repetition neurons, respectively. The
results of Figure 13 indicate that the effect of rep-
etition neurons to prevent the repetition problem
becomes smaller when using the larger language
model. This result aligns with the experiment
shown in the existing work (Wang et al., 2024).
In contrast, the activation of repetition neurons
of Gemma-7B largely affects the repetitive out-
puts (Figure 14). These differences in performance
show that there is room to be explored about the
repetition neuron from broader viewpoints.
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Figure 11: The experimental result with activating repetition neurons for different hyperparameters (Gemma-2B).
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