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Abstract

Document retrieval plays a crucial role in nu-
merous question-answering systems, yet re-
search has concentrated on the general knowl-
edge domain and resource-rich languages like
English. In contrast, it remains largely un-
derexplored in low-resource languages and
cross-lingual scenarios within specialized do-
main knowledge such as legal. We present
a novel dataset designed for cross-lingual re-
trieval between Vietnamese and English, which
not only covers the general domain but also
extends to the legal field. Additionally, we
propose auxiliary loss function and symmetri-
cal training strategy that significantly enhance
the performance of state-of-the-art models on
these retrieval tasks. Our contributions of-
fer a significant resource and methodology
aimed at improving cross-lingual retrieval in
both legal and general QA settings, facili-
tating further advancements in document re-
trieval research across multiple languages and
a broader spectrum of specialized domains.
All the resources related to our work can
be accessed at huggingface.co/datasets/
bkai-foundation-models/crosslingual.

1 Introduction

Document retrieval systems play a crucial role in
question-answering (QA) frameworks by identify-
ing relevant documents that provide the necessary
information to answer a given query. However,
the majority of existing document retrieval sys-
tems (Karpukhin et al., 2020; Khattab and Zaharia,
2020; Gao et al., 2021; Sachan et al., 2022; Dong
et al., 2023) and datasets (Nguyen et al., 2016;
Kwiatkowski et al., 2019; Thakur et al., 2021; Qiu
et al., 2022; Muennighoff et al., 2023) are designed
to operate within a single language, typically target-
ing resource-rich languages like English or Chinese.
This monolingual focus limits the effectiveness of
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these systems in multilingual contexts, where users
may pose queries in one language while the rele-
vant documents are in another.

Some studies have tried to explore cross-lingual
information retrieval (Liu et al., 2020; Bonab et al.,
2020; Huang et al., 2023; Louis et al., 2024), yet
these efforts have largely concentrated on high-
resource languages and general domain knowledge,
leveraging extensive resources and pre-existing
knowledge bases. Meanwhile, Vietnamese remains
largely underexplored in this context, primarily
due to the limited availability of datasets neces-
sary for pretraining and fine-tuning representation
models in this language. For example, Vietnamese
accounts for less than 1% of the total pretraining
data in the BGE M3 model (Chen et al., 2024).
Additionally, general domain datasets (Nguyen
et al., 2016; Thakur et al., 2021; Muennighoff et al.,
2023) are frequently derived from open-domain
sources such as Wikipedia, web documents, or
news articles, that typically involve quite short doc-
uments. While this is valuable for general QA,
it fails to address the complexities of specialized
domains, where documents are often lengthy and
domain-specific, such as legal documentation. Con-
sequently, there is a need to develop cross-lingual
document retrieval systems that can effectively
handle low-resource languages and specialized do-
mains, ensuring more comprehensive and context-
aware QA solutions.

To address these gaps, we present a novel bench-
mark aimed at evaluating cross-lingual informa-
tion retrieval (CLIR) between Vietnamese and En-
glish. In addition to general knowledge question
answering, our dataset enables the investigation of
retrieval systems within the legal domain using the
Vietnamese Law Library. From this resource, we
develop a retrieval model that demonstrates strong
performance across both general knowledge and
legal domains.

In summary, our contributions are as follows:
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1. Low-Resource Legal Dataset: We introduce
VNLAWQC, a dataset designed to explore in-
formation retrieval in the legal domain in Viet-
namese, along with VNSYNLAWQC, a syn-
thetic dataset generated by large language mod-
els (LLMs) to further augment the training data.

2. Cross-Lingual Legal Retrieval Dataset: To
enable cross-lingual retrieval, we construct a
Vietnamese-English dataset that supports both
general and legal domain knowledge. This
dataset is constructed using translation models,
followed by careful filtering to ensure the selec-
tion of high-quality data.

3. Novel Methodologies for CLIR: We propose
an Auxiliary loss function and Symmetrical
training procedure that demonstrates significant
improvement in cross-lingual information re-
trieval scenarios across general knowledge and
legal domains.

2 Related Work

Recently, Information Retrieval has attracted con-
siderable attention, with document retrieval emerg-
ing as one of the central focuses. Several methods
have been proposed to address this task, which can
generally be classified into three approaches: dense
retrieval (Karpukhin et al., 2020; Xiong et al., 2021;
Wang et al., 2022), lexical retrieval (Dai and Callan,
2020; Gao et al., 2021), and multi-vector retrieval
(Khattab and Zaharia, 2020; Chen et al., 2024). Nu-
merous datasets have also been developed to eval-
uate these systems (Nguyen et al., 2016; Thakur
et al., 2021; Muennighoff et al., 2023).

However, these methods and datasets primarily
focus on monolingual scenarios. Recently, several
studies have explored cross-lingual settings, where
queries and documents are in different languages
(Liu et al., 2020; Bonab et al., 2020; Huang et al.,
2023; Louis et al., 2024). In contrast, some prior
studies have investigated specific domains, such as
the legal, extending beyond general knowledge QA,
but still focusing on monolingual scenarios (Sugath-
adasa et al., 2019; Louis and Spanakis, 2022; San-
sone and Sperlí, 2022; Nguyen et al., 2024; Su
et al., 2024).

3 Methodology

3.1 Dataset Construction
Data Construction Pipeline: Figure 1 illustrates
the complete pipeline for constructing our dataset

Dataset Language Train Eval Corpus

MS-MARCO (Nguyen et al., 2016) en 457,361 0 8,841,823
SQuADv2 (Rajpurkar et al., 2018) en 60,942 0 13,317
ZaloLegal2021 (Zalo AI Team, 2021) vi 2,556 640 61,060
ZaloWikipediaQA (Zalo AI Team, 2019) vi 0 4,399 15,957

VNLAWQC vi 165,347 9,992 224,008
VNSYNLAWQC vi 503,068 0 140,291

Table 1: The original language, number of training
and evaluation samples, and the corpus size for each
dataset. en refers to English, while vi denotes Viet-
namese. Corpus denotes the total number of documents
in the dataset.

for cross-lingual information retrieval (CLIR) be-
tween Vietnamese and English. Overall, our efforts
concentrate on collecting data from the Vietnamese
legal domain, where resources are limited while uti-
lizing existing datasets from both general and legal
fields to generate cross-lingual data through transla-
tion approaches. Moreover, to prevent data leakage,
we implement data deduplication across the legal
datasets using the MinHash technique (Luo et al.,
2015; Zhu and Markovtsev, 2017).

Legal Retrieval Dataset: We introduce VN-
LAWQC sourced from Vietnamese Law Library1

(VLL). The VLL contains articles that address ques-
tions spanning multiple aspects of the legal domain.
Each article provides an answer supported by one
or more legal documents, with hyperlinks direct-
ing to the corresponding documents. To create the
VNLAWQC dataset, we constructed query-passage
pairs based on the structure of these articles. Specif-
ically:

1. The queries were extracted directly from the
questions presented in the articles.

2. For the passages, we followed the hyperlinks
in each answer to access the referenced legal
documents. The relevant sections from these
documents were then extracted to serve as the
passages.

After parsing content from HTML tags, we ap-
ply basic cleaning techniques, including capitaliz-
ing legal terms (e.g. “Điều”–“Article”, “Khoản”–
“Clause”), normalizing Unicode characters, and
standardizing tone marks, following prior works
on Vietnamese text processing (Vu et al., 2018;
Nguyen and Nguyen, 2020). As a result, the VN-
LAWQC dataset is composed of query-passage
pairs, where each query can have multiple asso-
ciated passages if the answer references multiple

1https://thuvienphapluat.vn
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Figure 1: An Overview of the Our Data Construction Pipeline.

legal documents. This process ensures that the
dataset captures a realistic mapping of questions to
relevant legal information.

Synthetic Legal Retrieval Dataset: We used
LLama-3-70B model (Dubey et al., 2024) to gen-
erate synthetic question-context pairs from 140K
distinct passages in VNLAWQC, creating VNSYN-
LAWQC to augment the training data (detailed
in Appendix B). Llama-3-70B was chosen for its
strong performance, especially in languages like
Vietnamese, and its ability to generate high-quality
queries. A key challenge in using LLMs for query
generation is balancing diversity and relevance. We
experimented with different prompt techniques and
found that instructing the model to identify 1-5 as-
pects in a passage and generate a question for each
aspect resulted in the most relevant and diverse
queries (see more details in Appendix B). This ap-
proach enabled the generation of over 620,000 legal
queries from 140,000 passages in the VNLAWQC
dataset. An example of a generated query and its
corresponding passage is shown in Table 3. Fi-
nally, we merge VNLAWQC and VNSYNLAWQC
with the ZaloLegal2021 (Zalo AI Team, 2021) and
employ deduplication to prevent data leakage and
improve data quality.

Cross-Lingual Dataset using Translation: To
facilitate the CLIR scenario, we leverage transla-
tion models to produce Vietnamese and English
versions of both queries and documents. We in-
tegrate multiple datasets, as presented in Table 1,
encompassing general and legal domain knowledge
in both languages. For the Vietnamese datasets,
we employ the VinAI Translate (Nguyen et al.,
2022) to generate English versions, while Google
Translate is used to translate the English datasets
into Vietnamese. Both models have demon-

strated state-of-the-art performance on Vietnamese-
English translation benchmarks, such as PhoMT
(Doan et al., 2021), highlighting their suitability
and effectiveness for our task.

To ensure translation quality, we use back-
translation and evaluate the similarity between the
original text and its back-translated version with
Jaccard similarity (Jaccard, 1912; Tanimoto, 1958).
Translation pairs that have a score below the prede-
termined threshold of 0.5 are then discarded. Ad-
ditionally, to further assess the quality, we man-
ually reviewed 100 randomly selected samples
and verified that they meet satisfactory standards.
This multi-step process guarantees that the transla-
tions are of high quality for constructing the cross-
lingual dataset.

Hard Negatives Mining: To further enhance the
training process, we provide hard negatives (e.g.,
documents) for each example (e.g., query), which
offer more informative negative samples and poten-
tially improve training convergence (Xiong et al.,
2021). Specifically, we utilize a retrieval model like
BGE-M3 (Chen et al., 2024) to identify the most
similar documents and adopt a threshold score to
guarantee the selection of true negative samples.
We gathered these samples and added additional
random contexts, if necessary, to create five nega-
tive candidates for each query.

3.2 Cross-Lingual Retrieval Model
Embedding Backbone: We choose the pre-
trained BGE-M3 (Chen et al., 2024), which can
support three retrieval modes: Dense, Lexical, and
Multi-Vector, as the backbone model. It supports a
long context window of up to 8,192 tokens and is
pre-trained in multiple languages, including Viet-
namese, which is beneficial for retrieving lengthy
legal documents and handling cross-lingual tasks
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involving Vietnamese. The pre-trained BGE-M3
model is also used as the baseline for evaluating
the improvements made by our method.

Auxiliary Loss Function: The original BGE-M3
embedding model employs two primary loss func-
tions: LInfoNCE , an InfoNCE loss (Oord et al.,
2018) that controls the alignment between queries
and both positive and negative passages, and a self-
knowledge distillation loss Ldistill, which allows
the multiple retrieval modes to be jointly learned
and mutually reinforced. In cross-lingual scenarios,
queries tend to be short and ambiguous. To ad-
dress this, we propose a loss function that improves
alignment between each query and its translated
version.

Laux = −log
exp(s(q, q̄)/τ)∑

a∈Q exp(s(q, ā)/τ)

where q is a query, q̄ is its translated version of
q , Q is the set of queries in a batch and τ is the
temperature hyperparameter. Consequently, we
combine these loss functions to train our model:
L = LInfoNCE + Ldistill + Laux.

Symmetrical Training: Currently, retrieval mod-
els are trained to minimize the distance between
a query and its corresponding relevant documents.
We extend this by introducing Symmetrical Train-
ing to learn relationships between similar queries
and documents across languages. In this approach,
a document or query in one language is treated as
relevant to its translated version. Given two ver-
sions of a document or query, SA in language A
and SB in language B, we then consider SA and
SB as a valid training pair. The model is finetuned
to retrieve the translated version of a query or doc-
ument with a fixed probability, psym, alongside
the standard query-document retrieval task. Hard
negatives for these symmetrical pairs are mined
similarly to unsymmetrical ones.

4 Experiments and Results

Experiment Setup: We trained the models for 4
epochs using the AdamW optimizer (Loshchilov
and Hutter, 2019) with a base learning rate of
2 × 10−5. A cosine learning rate scheduler with
the warm-up ratio set to 5% of the total training
steps was applied. The temperature τ was set to
0.05. Besides, we employed smart batching (Ge
et al., 2021) to group samples with similar sequence
lengths. For symmetrical training, the sampling

rate psym was set to 0.3. The trained models are
subsequently evaluated on the evaluation sets from
VNLAWQC and ZaloLegal2021 for the legal do-
main, as well as ZaloWikipediaQA for the general
knowledge domain. We conduct evaluations using
various training datasets, retrieval modes, and loss
functions.

Evaluation Metric: Following prior work in doc-
ument retrieval (Karpukhin et al., 2020; Wang et al.,
2022; Neelakantan et al., 2022; Dai and Callan,
2020; Khattab and Zaharia, 2020), we leverage
four metrics Recall@k, MRR@k, MAP@k and
nDCG@k for evaluation. Specifically, we use
k = 10 and calculate the average of these four
metrics for performance comparison. We observe
that the average scores exhibit a strong correlation
with individual metrics, making them a suitable
representation of overall performance. Detailed re-
sults for each specific metric are provided in Tables
6 and 7.

Experimental Results: Table 2 presents the re-
sults of the baseline models and our proposed mod-
els across two cross-lingual scenarios: Vietnamese-
English, where queries are in English and docu-
ments are in Vietnamese, and English-Vietnamese,
where the roles are reversed. Additional results
on monolingual scenarios and detailed metrics for
cross-lingual tasks are provided in Appendix C.1
and C.2, respectively. In summary, our proposed
datasets and methods enhance the performance
of the multilingual embedding backbone (i.e No
training), achieving scores that rank among the
highest across all evaluation sets. Besides, the re-
trieval mode with reranking consistently outper-
forms dense retrieval alone. This improvement is
evident due to the additional ranking stage, which
enhances the selection of relevant documents, al-
though it also incurs extra costs.

• Effectiveness of Cross-lingual Data: The re-
sults show that the BGE-M3 model fine-tuned
on cross-lingual data significantly outperforms
both the original model and the one fine-tuned
on Vietnamese data. Specifically, we observe an
improvement of over 10% in legal document re-
trieval and more than 3% in the general domain.
This observation further highlights the quality of
our construction pipeline with translation.

• Effectiveness of Synthetic Data: The inclusion
of VNSYNLAWQC during training generally en-
hances the performance of all models across the
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Training Synthetic Retrieval Vietnamese-English English-Vietnamese
Approach Augmentation Mode VNLAWQC ZaloLegal2021 ZaloWikipediaQA VNLAWQC ZaloLegal2021 ZaloWikipediaQA

No training ✗
D 42.99 51.88 64.84 39.46 48.26 62.31

D +R 44.92 53.63 66.18 40.81 49.16 63.45

Vietnamese
✗

D 54.14 62.26 65.96 47.38 55.60 61.01
D +R 56.78 65.14 71.14 50.48 59.03 67.48

✓
D 56.18 62.42 64.60 48.90 53.62 60.05

D +R 58.32 65.72 70.25 53.38 57.26 66.57

Cross-lingual
✗

D 68.02 75.32 67.90 65.39 71.33 65.06
D +R 70.21 77.57 72.90 68.04 74.33 70.88

✓
D 69.44 78.74 68.61 66.89 75.42 66.12

D +R 71.58 80.55 73.88 68.95 78.41 71.54
Cross-lingual

✓
D 68.60 75.49 69.56 66.18 73.18 66.39

+aux_loss_function D +R 71.46 78.62 74.18 69.53 76.18 71.78
Cross-lingual

✓
D 69.75 76.33 65.64 67.66 75.97 62.15

+sym_training D +R 71.71 79.53 68.75 69.91 79.75 66.73

Table 2: Performance of BGE-M3 in CLIR scenario using different training methods, datasets, and retrieval mode
across three evaluation sets in legal and general knowledge domains. In the training approach, Cross-lingual refers
to the use of datasets in both language versions, while aux_loss_function and sym_training indicate the loss function
and Symmetrical Training described in Section 3.2. Synthetic Augmentation refers to the use of VNSYNLAWQC to
augment the training data during the training process. In retrieval modes, D represents dense retrieval results, while
D +R represents the results when a reranking stage is incorporated for the retrieved documents. Green scores
indicate the highest score, while Gray scores represent the second highest.

evaluation datasets. In particular, an improve-
ment of nearly 3% is observed in the ZaloLe-
gal2021 dataset for the Vietnamese-English sce-
nario, achieving the highest performance with a
score of 80.55%. Similarly, all evaluation sets
showed improvements when using synthetic data
in the English-Vietnamese scenario.

• Effectiveness of Auxiliary Loss and Symmetri-
cal Training: The implementation of auxiliary
loss functions and symmetrical training yields
varying results depending on the dataset domain.
While models with symmetrical training demon-
strate significant performance in legal retrieval,
models trained with auxiliary loss achieve the
highest performance in the general knowledge
domain. These results align with our motivation
for employing auxiliary loss, as queries in the
general domain tend to be short and ambiguous.

5 Conclusion

In summary, we introduce a novel dataset for cross-
lingual information retrieval (CLIR) between Viet-
namese and English, covering both general knowl-
edge and the legal domain. Additionally, we de-
velop a CLIR model by finetuning cross-lingual
and synthetic data while proposing an auxiliary
loss function and training strategy to enhance per-
formance. Our contributions provide valuable re-
sources and methods for advancing cross-lingual
retrieval in specialized fields.

6 Limitations

The proposed dataset, reliant on translation tech-
niques, may be prone to translation errors and may
not fully reflect real-world data patterns. To miti-
gate this issue, we have made efforts by implement-
ing quality control measures during the generation
process to ensure the quality and naturalness of the
translations. However, we recommend that mining
real-world data or human intervention is crucial for
effectively addressing this issue.

In this study, our experiments utilize a single
backbone model, which may raise concerns regard-
ing the versatility and adaptability of the proposed
methodologies. The backbone model employed
in our study, BGE-M3, has already demonstrated
state-of-the-art performance across multiple doc-
ument retrieval benchmarks. As a result, the en-
hancements observed in this model can well prove
the effectiveness of our methodologies. In future
work, we aim to extend our techniques to a broader
array of models to gain deeper insights into their ro-
bustness and adaptability, thereby advancing cross-
lingual information retrieval research.
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Appendix
A Additional Details on Data Construction

B Synthetic Data Generation

Prompt A. Synthetic Data Template
You are an advanced legal query generator with specialized skills in analyzing legal documents. When provided with an
excerpt from a legal document, your task is to identify 1-5 critical aspects or implications that might interest or impact the
readers. These aspects should address various dimensions of the content, focusing on rights, obligations, potential legal issues,
or general legal awareness, exclusively within provided grounded content. Do not consider information in document’s source
for this analysis. The following is the mentioned excerpt:
<document>
<domain>{DOC_DOMAIN}</domain>
<source>{DOC_SOURCE}</source>
<content>{DOC_GROUNDED_CONTENT}</content>
</document>
For each identified critical aspect, generate a single question. These questions should reflect plausible inquiries that an average
citizen might have, relating directly to the document but formulated in a manner accessible to someone unfamiliar with the
presence of the legal text or information being asked about. Phrase the questions as if coming from a layperson who has not
read or seen the legal text ever.
Your output should be in JSON format, listing the critical aspects identified and a corresponding question for each aspect.
Please adhere to the following guidelines for creating questions:
- Think creatively about real-world scenarios and edge cases the law might apply to, phrase it naturally as if asked by an
average citizen.
- The queries should be ones that could reasonably be answered by the information exclusively within provided grounded
content only. Do not ask information in document’s source.
- Each query should be one sentence only and its length is no more than 120 words. - Try to phrase each of the question as
detailed as possible, as if you haven’t never seen the legal text and are trying to looking for it using keywords in the question,
you may need to include details in document’s source and domain for this aim. You should not quote the exact legal text code
(like 02/2017/TT-BQP). The better way is to include information on the content of document as in document’s source instead
like the executive body published the document (e.g. "Bộ Y tế quy định thể nào về ..."). In the case you have to refer to the
legal text, use words like: "Quy định pháp luật", "Pháp luật", "Luật". Don’t use the word "này".
- Present your analysis and questions in Vietnamese.
<example>
<description>Bad questions refer to the legal text directly</description>
<bad_question> Thông tư này quy định những nguyên tắc gì trong việc thi hành án tử hình bằng hình thức tiêm thuốc
độc?</bad_question>
<good_question>Pháp luật quy định những nguyên tắc gì trong việc thi hành án tử hình bằng hình thức tiêm thuốc
độc?</good_question>
<best_question>Thông tư do Bộ Công an ban hành quy định những nguyên tắc gì trong việc thi hành án tử hình bằng hình thức
tiêm thuốc độc?</best_question>
</example>
<example>
<description>Bad questions does not include enough context or detail</description>
<bad_question> Theo quy định, người được khám giám định không đồng ý với kết quả khám giám định phúc quyết của Hội
đồng Giám định Y khoa cấp Trung ương thì sẽ được xử lý như thế nào?</bad_question>
<good_question>Nếu người bị phơi nhiễm chất độc hóa học trong kháng chiến không đồng ý với kết quả giám định của Hội
đồng GĐYK cấp Trung ương, họ có thể làm gì để được xem xét lại? </good_question>
</example>
Structure your output in the JSON format below:
“‘
{

"aspects": [
[Brief description of the aspect 1],
[Brief description of the aspect 2],
...

],
"questions": [

[Your question related to aspect 1 of the legal text],
[Your question related to aspect 2 of the legal text],
...

]
}
“‘
Ensure to replace the placeholders with actual analysis and questions based on the legal text provided, and in Vietnamese.
Answer with the JSON and nothing else.
### Response:
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Vietnamese English

Header Mục 1. CHUẨN BỊ THANH TRA, Chương II.
TRÌNH TỰ, THỦ TỤC TIẾN HÀNH CUỘC
THANH TRA THEO KẾ HOẠCH THANH TRA,
Thông tư 36/2016/TT-NHNN quy định về trình tự,
thủ tục thanh tra chuyên ngành Ngân hàng do Thống
đốc Ngân hàng Nhà nước Việt Nam ban hành.

Section 1. INSPECTION PREPARATION, Chapter
II. PROCEDURES AND PROCESSES FOR
CONDUCTING INSPECTIONS ACCORDING
TO THE INSPECTION PLAN, Circular
36/2016/TT-NHNN stipulating the procedures
and processes for specialized banking inspections,
issued by the Governor of the State Bank of
Vietnam.

Content 5. Trưởng đoàn thanh tra tổ chức họp Đoàn thanh tra
để phổ biến kế hoạch tiến hành thanh tra được duyệt
và phân công nhiệm vụ cho các Tổ thanh tra, Nhóm
thanh tra, các thành viên của Đoàn thanh tra; thảo
luận, quyết định về phương pháp, cách thức tổ chức
tiến hành thanh tra; sự phối hợp giữa các thành viên
Đoàn thanh tra, các cơ quan, đơn vị có liên quan
trong quá trình triển khai thanh tra. Trong trường
hợp cần thiết, người ra quyết định thanh tra hoặc
người được người ra quyết định thanh tra ủy quyền
dự họp và quán triệt mục đích, yêu cầu, nội dung
thanh tra và nhiệm vụ của Đoàn thanh tra. Việc
phân công nhiệm vụ cho các Tổ thanh tra, Nhóm
thanh tra, các thành viên Đoàn thanh tra phải thể
hiện bằng văn bản.

5. The Head of the Inspection team organizes a
meeting with the Inspection team to disseminate
the approved inspection plan and assign tasks to the
Inspection groups, Inspection units, and members
of the Inspection team; discuss and decide on the
methods and organization of the inspection process;
and coordinate among members of the inspection
team and related agencies or units during the
inspection. If necessary, the person who issued the
inspection decision or an authorized representative
may attend the meeting to emphasize the purpose,
requirements, and content of the inspection, as well
as the responsibilities of the Inspection team. Task
assignments for the Inspection groups, units, and
team members must be documented in writing.

6. Tổ trưởng thanh tra, Nhóm trưởng thanh tra, thành
viên Đoàn thanh tra xây dựng kế hoạch thực hiện
nhiệm vụ được phân công và báo cáo Trưởng đoàn
thanh tra trước khi thực hiện thanh tra tại tổ chức
tín dụng.

6. The Inspection group leaders, Inspection unit
leaders, and members of the Inspection team shall
develop plans to carry out their assigned tasks and
report to the Head of the Inspection team before
conducting the inspection at the credit institution.

Aspect 1 Trách nhiệm của Trưởng đoàn thanh tra trong việc
tổ chức và phân công nhiệm vụ

Responsibilities of the Head of the Inspection Team
in organizing and assigning tasks

Query 1 Ngân hàng Nhà nước quy định Trưởng đoàn thanh
tra phải làm gì để chuẩn bị cho cuộc thanh tra?

What does the State Bank require the Head of the
Inspection Team to do to prepare for the inspection?

Aspect 2 Quy trình xây dựng và báo cáo kế hoạch thực hiện
nhiệm vụ của các Tổ thanh tra, Nhóm thanh tra

The process of developing and reporting task
execution plans by the Inspection groups and
Inspection units

Query 2 Khi được phân công nhiệm vụ, các Tổ thanh tra,
Nhóm thanh tra phải làm gì để chuẩn bị cho cuộc
thanh tra?

When assigned tasks, what must the Inspection
groups and Inspection units do to prepare for the
inspection?

Table 3: Example of a generated query-passage pair for the domain "Tiền tệ-Ngân hàng" (Currency-Banking)

B.1 Generate synthetic queries

For generating synthetic queries, we utilized the open-source large language model Meta Llama 3 (Dubey
et al., 2024) to generate queries based on aspects identified within legal text passages. This process
involved extracting key aspects from the texts and formulating corresponding queries. We selected Llama-
3-70B for its strong capabilities and performance. Additionally, Llama 3 is believed to include a portion
of synthetic data in its training corpus. Upon release, it outperformed many other models with a similar
parameter count, demonstrating notable proficiency across multiple languages, including Vietnamese,
aligning well with our requirements.

A significant challenge in using LLMs for query generation is maintaining both the diversity and
relevance of their outputs. We experimented with different prompt techniques to achieve this balance. One
approach instructed the model to generate questions directly from the passage without first identifying
different aspects. This method often resulted in less diverse and sometimes irrelevant queries, as the model
tended to focus on the most prominent information in the passage, neglecting other potential aspects.

Through various prompt designs, we discovered that instructing the model to identify 1-5 different
aspects covered in the passage and then generate a question for each aspect yielded the most relevant and
diverse queries. The prompt template used for generating these synthetic queries is illustrated in prompt
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B. Applying this method, we generated over 620,000 legal queries from 140,000 passages in VNLAWQC
dataset. An example of a generated query and its corresponding passage is shown in Table 3.

B.2 Filter low-quality queries
After generating the synthetic data, we removed low-quality queries that explicitly referred to the input
passage or were only shallowly relevant to the passage content. In particular, we employed the BGE-M3
dense retriever (Chen et al., 2024), which demonstrated strong zero-shot performance in our testing, to
filter out queries whose corresponding passages did not appear in the top 40 relevant results. Additionally,
we excluded queries that directly referred to the passage using terms like “quy định này” (this regulation)
or “thông tư này” (this circular). This process resulted in the final VNSYNLAWQC dataset, which
contains over 500,000 high-quality queries.

C Additional Experimental Results

In this section, we present additional results for both mono-lingual (Section C.1) and cross-lingual (Section
C.2) settings. Additionally, we explore different reranking modes, as discussed in Section 4. For reranking,
we employ the multi-vector mode, which incurs minimal overhead since it is trained concurrently with
dense retrieval. Only the top 100 passages from dense retrieval are reranked to reduce computational
cost. Reranking times were measured on Kaggle’s T4 and an RTX3090: cross-encoder reranking (BGE-
reranker-v2-m3) took 7.15s/query (T4) and 1.33s/query (RTX3090), while our multi-vector mode took
6.41s/query (T4) and 1.05s/query (RTX3090).

C.1 Mono-lingual Retrieval Results

Training Synthetic Retrieval VNLAWQC ZaloLegal2021 ZaloWikipediaQA
Approach Augmentation Mode R@10 MRR@10 MAP@10 nDCG@10 R@10 MRR@10 MAP@10 nDCG@10 R@10 MRR@10 MAP@10 nDCG@10

No training ✗
D 65.09 43.73 42.06 48.07 73.07 49.67 49.39 55.13 85.25 65.61 63.00 69.31

D +R 65.88 45.22 43.44 49.33 75.86 52.96 52.69 58.31 86.95 67.35 64.99 71.17

Vietnamese
✗

D 73.31 51.42 49.40 55.73 81.95 58.04 57.68 63.64 82.45 64.45 61.54 67.56
D +R 76.14 55.06 53.01 59.18 84.69 63.22 62.97 68.29 87.14 69.25 66.89 72.65

✓
D 73.67 52.11 50.07 56.33 82.89 60.39 60.16 65.74 82.10 64.08 61.13 67.17

D +R 76.38 55.53 53.42 59.57 83.83 63.49 63.26 68.35 86.90 69.24 66.77 72.52

Cross-lingual
✗

D 80.93 60.44 58.36 64.43 86.22 67.65 67.43 72.07 83.20 64.42 61.54 67.72
D +R 82.74 63.39 61.22 67.06 88.72 70.85 70.62 75.08 87.33 69.42 66.94 72.75

✓
D 81.59 61.19 59.08 65.14 88.93 69.58 69.20 74.10 83.24 64.94 62.04 68.12

D +R 83.05 63.67 61.49 67.36 89.43 72.28 71.98 76.33 87.61 70.06 67.46 73.25
Cross-lingual

✓
D 81.19 60.60 58.47 64.58 85.21 65.82 65.54 70.41 84.50 65.96 63.13 69.24

+aux_loss_function D +R 83.03 63.98 61.78 67.56 88.54 69.14 68.83 73.74 88.32 70.55 68.11 73.87
Cross-lingual

✓
D 81.74 62.03 59.96 65.84 86.85 65.97 65.69 70.91 79.69 60.20 57.29 63.67

+sym_loss D +R 83.10 64.32 62.14 67.84 87.01 69.16 68.95 73.41 82.68 63.30 60.64 66.90

Table 4: English-English retrieval results on different datasets. Both the queries and the documents are in English.

Table 4 presents the performance of our cross-lingual models in the English-English retrieval setting. All
cross-lingual models significantly outperform the baseline on both legal datasets. Notably, the cross-lingual
model with symmetrical training achieves the highest R@10 score of 83.10% on the VNLAWQC dataset,
while the base cross-lingual model attains the highest R@10 score of 89.43% on the ZaloLegal2021
dataset. In contrast, for the ZaloWikipediaQA dataset, although there is a slight decline in dense retrieval
performance, incorporating reranking and the auxiliary loss function boosts the cross-lingual model to an
optimal R@10 of 88.32%.

However, we noticed that on the two legal datasets, despite having higher performance compared to the
baseline model, the performance is lower than in the Vietnamese-English setting. We hypothesize that
this issue arises from errors propagated during the translation process. While the documents typically
contain multiple sentences and are sufficiently lengthy to provide contextual information, the queries are
short and consist of only a single sentence, which may lead to translation inaccuracies due to the lack of
contextual cues.

We further evaluated our cross-lingual models in the Vietnamese-only retrieval setting. As presented in
Table 5, despite being trained on cross-lingual data, these models perform comparably to the Vietnamese
model, which was trained exclusively on Vietnamese data. On both legal datasets, the cross-lingual
models surpass the baseline and achieve competitive results. For the VNLAWQC dataset, the cross-lingual
model augmented with the auxiliary loss function attains an R@10 of 86.5%, which is only marginally
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Training Synthetic Retrieval VNLAWQC ZaloLegal2021 ZaloWikipediaQA
Approach Augmentation Mode R@10 MRR@10 MAP@10 nDCG@10 R@10 MRR@10 MAP@10 nDCG@10 R@10 MRR@10 MAP@10 nDCG@10

No training ✗
D 73.93 52.93 50.94 57.05 81.46 59.08 58.76 64.31 94.26 76.82 74.49 80.18

D +R 75.22 54.68 52.62 58.66 82.47 61.73 61.43 66.61 95.54 78.56 76.45 81.91

Vietnamese
✗

D 85.53 66.04 63.92 69.79 91.38 73.90 73.69 78.11 92.11 74.65 71.96 77.76
D +R 86.76 68.67 66.52 72.06 94.06 77.04 76.78 81.08 95.23 78.93 76.82 82.09

✓
D 86.33 67.98 65.72 71.37 91.67 75.07 74.80 79.02 91.25 73.74 70.96 76.83

D +R 87.33 70.66 68.35 73.62 93.54 79.75 79.39 82.99 94.83 78.87 76.69 81.91

Cross-lingual
✗

D 84.45 65.53 63.24 69.03 90.05 70.79 70.58 75.38 89.26 71.54 68.71 74.64
D +R 86.10 68.36 66.07 71.58 91.95 73.35 73.09 77.79 93.69 76.97 74.64 80.11

✓
D 84.93 65.89 63.69 69.48 90.86 75.12 74.79 78.82 89.54 72.05 69.13 75.05

D +R 86.30 68.65 66.41 71.88 92.60 77.06 76.76 80.78 93.84 77.38 75.15 80.53
Cross-lingual

✓
D 84.95 65.63 63.43 69.27 91.28 72.36 72.02 76.86 90.75 73.12 70.36 76.23

+aux_loss_function D +R 86.50 69.24 66.98 72.38 92.68 75.14 74.84 79.33 94.63 78.13 76.03 81.35
Cross-lingual

✓
D 84.73 66.59 64.48 70.00 91.64 75.09 74.82 79.01 85.99 66.50 63.42 69.90

+sym_loss D +R 85.68 69.02 66.76 72.00 92.58 76.82 76.56 80.56 88.03 68.74 66.07 72.33

Table 5: Vietnamese-Vietnamese retrieval results on different datasets. Both the queries and the documents are in
Vietnamese.

lower than the Vietnamese model’s score of 87.33% under the same dense + re-ranking pipeline with
synthetic augmentation. Similarly, on the ZaloLegal2021 dataset, it also achieves an R@10 of 92.68%,
closely aligning with the Vietnamese model’s top score of 94.06%. Although performance declines on
the ZaloWikipediaQA dataset, the use of reranking and auxiliary loss still helps the cross-lingual model
achieve an R@10 of 94.63%, outperforming other configurations. The use of synthetic augmentation
generally leads to performance improvements across all training approaches, except for the Vietnamese
model on the ZaloWikipediaQA dataset, where the gains are less pronounced.

C.2 Cross-lingual Retrieval Results

Training Synthetic Retrieval VNLAWQC ZaloLegal2021 ZaloWikipediaQA
Approach Augmentation Mode R@10 MRR@10 MAP@10 nDCG@10 R@10 MRR@10 MAP@10 nDCG@10 R@10 MRR@10 MAP@10 nDCG@10

No training ✗
D 54.65 34.51 33.06 35.61 66.77 41.35 41.15 43.75 78.24 57.54 54.99 58.47

D +R 56.50 35.63 34.20 36.91 66.17 42.52 42.27 45.68 79.05 58.64 56.17 59.92

Vietnamese
✗

D 63.85 42.03 40.34 43.30 72.89 48.91 48.65 51.95 76.55 56.54 53.76 57.20
D +R 66.91 45.09 43.38 46.52 76.33 52.31 52.06 55.41 82.34 63.00 60.50 64.09

✓
D 65.26 43.60 41.86 44.86 69.79 47.20 46.98 50.49 75.34 55.72 52.94 56.22

D +R 69.34 48.25 46.42 49.52 73.54 51.04 50.83 53.64 81.29 62.13 59.61 63.24

Cross-lingual
✗

D 81.15 60.34 58.31 61.74 84.77 65.90 65.74 68.91 80.09 60.61 57.90 61.65
D +R 82.64 63.42 61.33 64.77 87.94 68.99 68.73 71.64 85.36 66.44 64.07 67.66

✓
D 81.90 62.10 59.99 63.58 88.62 70.24 69.86 72.96 80.93 61.82 59.06 62.65

D +R 83.24 64.42 62.27 65.87 90.94 73.50 73.21 76.00 86.02 67.09 64.68 68.37
Cross-lingual

✓
D 81.79 61.18 59.10 62.64 87.63 67.32 67.07 70.70 80.96 62.14 59.40 63.06

+aux_loss_function D +R 83.77 65.11 62.91 66.33 90.13 70.66 70.34 73.59 85.96 67.28 65.07 68.81
Cross-lingual

✓
D 81.96 63.11 61.08 64.49 88.88 70.98 70.70 73.33 77.95 57.50 54.76 58.41

+sym_loss D +R 83.51 65.64 63.56 66.95 91.17 75.27 74.98 77.59 81.36 62.28 59.76 63.52

Table 6: English-Vietnamese retrieval results on different datasets. The queries are in Vietnamese and the documents
are in English.

Training Synthetic Retrieval VNLAWQC ZaloLegal2021 ZaloWikipediaQA
Approach Augmentation Mode R@10 MRR@10 MAP@10 nDCG@10 R@10 MRR@10 MAP@10 nDCG@10 R@10 MRR@10 MAP@10 nDCG@10

No training ✗
D 58.25 36.91 35.47 41.33 69.79 43.95 43.72 50.05 80.00 59.43 56.68 63.26

D +R 60.44 38.76 37.23 43.23 70.73 46.11 45.83 51.86 81.39 60.66 58.05 64.62

Vietnamese
✗

D 70.29 47.91 45.99 52.37 79.30 54.69 54.51 60.53 80.44 61.07 57.95 64.38
D +R 72.95 50.58 48.59 55.01 81.30 57.96 57.78 63.53 85.25 66.20 63.45 69.65

✓
D 71.42 50.37 48.42 54.51 81.72 53.82 53.64 60.48 79.60 59.33 56.46 62.99

D +R 73.36 52.61 50.62 56.67 82.66 58.17 57.99 64.05 84.34 65.31 62.59 68.77

Cross-lingual
✗

D 82.70 62.59 60.38 66.42 87.55 69.94 69.68 74.12 82.22 62.95 60.07 66.37
D +R 84.14 65.13 62.89 68.69 89.61 72.27 72.01 76.41 86.48 68.16 65.48 71.48

✓
D 84.06 63.97 61.86 67.85 90.55 73.59 73.23 77.57 83.16 63.61 60.63 67.05

D +R 85.27 66.57 64.38 70.08 92.34 75.38 75.09 79.40 87.32 69.23 66.50 72.46
Cross-lingual

✓
D 83.65 62.97 60.82 66.97 88.85 69.59 69.32 74.19 83.67 64.67 61.84 68.07

+aux_loss_function D +R 85.32 66.42 64.17 69.94 91.48 73.00 72.62 77.36 87.63 69.40 66.88 72.80
Cross-lingual

✓
D 83.37 64.71 62.63 68.27 89.19 70.64 70.40 75.07 80.40 60.59 57.52 64.03

+sym_training D +R 84.54 67.11 64.90 70.30 90.62 74.65 74.40 78.46 83.48 63.48 60.83 67.20

Table 7: Vietnamese-English retrieval results on different datasets. The queries are in Enlish and the documents are
in Vietnamese.

We finally evaluated our models on English-Vietnamese and Vietnamese-English cross-lingual retrieval
tasks, as presented in Tables 6 and 7. The results indicate that for both retrieval directions, our cross-
lingual models consistently outperform the baseline and the Vietnamese version, achieving the highest
performance across all metrics and datasets, including the ZaloWikipediaQA dataset. This superior
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performance suggests a robust understanding of the semantic relationships between Vietnamese and
English content.

For the English-Vietnamese retrieval task, the cross-lingual model with an auxiliary loss function
achieves an R@10 of 83.77% on the VNLawQC dataset, which is 27% higher than the baseline and 14%
higher than the Vietnamese model. Similarly, in the ZaloLegal2021 dataset, the cross-lingual model with
symmetrical training achieves an R@10 of 91.17%, which is 24% higher than the baseline and 15% higher
than the Vietnamese model. On the ZaloWikipediaQA dataset, the cross-lingual model records an R@10
of 86.03%, outperforming the baseline by 7% and the Vietnamese model by 4%.

For the Vietnamese-English retrieval task, the cross-lingual models achieve even higher results. On the
VNLawQC dataset, the best cross-lingual model attains an R@10 of 85.32%, which is 25% higher than
the baseline and 12% higher than the Vietnamese model. In the ZaloLegal2021 dataset, the cross-lingual
model achieves an R@10 of 92.34%, reflecting a 22% increase over the baseline and a 10% improvement
over the Vietnamese model. For the ZaloWikipediaQA dataset, the cross-lingual model reaches an R@10
of 87.63%, surpassing the baseline by 6% and the Vietnamese model by 3%. These findings underscore the
effectiveness of our cross-lingual models, particularly when combined with the Auxiliary Loss Function
and Symmetrical Training strategies.

Furthermore, synthetic augmentation results in an average performance improvement of 1% across
all datasets. Notably, an improvement of 3% is observed in the ZaloLegal2021 dataset for both the
English-Vietnamese and the Vietnamese-English scenario, highlighting its positive impact on retrieval
effectiveness.
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