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Abstract

Countless decisions shape our lives, and it is
crucial to understand the how and why behind
them. In this paper, we introduce a new LLM
decision-making framework called STRUX,
which enhances LLM decision-making by pro-
viding structured explanations. These include
favorable and adverse facts related to the de-
cision, along with their respective strengths.
STRUX begins by distilling lengthy informa-
tion into a concise table of key facts. It then
employs a series of self-reflection steps to de-
termine which of these facts are pivotal, cate-
gorizing them as either favorable or adverse in
relation to a specific decision. Lastly, we fine-
tune an LLM to identify and prioritize these
key facts to optimize decision-making. STRUX
has been evaluated on the challenging task of
forecasting stock investment decisions based
on earnings call transcripts and demonstrated
superior performance against strong baselines.
It enhances decision transparency by allowing
users to understand the impact of different fac-
tors, representing a meaningful step towards
practical decision-making with LLMs.

1 Motivation

Decision-making is complex, as it requires the eval-
uation of various determinants that can influence
outcomes (Eigner and Hindler, 2024). This abil-
ity is crucial across multiple fields, ranging from
healthcare, where decisions can determine patient
health outcomes (Lehman et al., 2022), to finance,
where investment choices can impact financial sta-
bility (Keith and Stent, 2019; Liu et al., 2023). For
LLMs to be effective, they must not only identify
relevant facts but also weigh the favorable and un-
favorable aspects to reach insightful conclusions.
To date, it remains unclear whether LLMs can ef-
fectively balance multiple factors in complex sce-
narios to make rational decisions.

LLMs also produce lengthy, plain text explana-
tions that can sometimes overwhelm users with too
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much information or ambiguity (Vafa et al., 2021;
Alkhamissi et al., 2023; Sharma et al., 2023; Ye
et al., 2023; Wang et al., 2024). As we increasingly
rely on those LL.Ms for critical decision-making, it
is important to prioritize transparency and account-
ability (Ludan et al., 2023). We propose structuring
these explanations into a table format, where each
fact is listed with a ‘strength level’ that measures
its influence on the decision-making process. This
approach not only facilitates review and modifica-
tion of various facts by humans, but also enhances
the transparency of the decisions made.

Further, a significant advantage of LLMs is their
ability to reason through complex scenarios, which
can enhance the decision-making processes (Shinn
et al., 2023; Zeng et al., 2024; Hu et al., 2024a,b;
Band et al., 2024). Notably, DeLLLMa (Liu et al.,
2024) uses classical decision theory to help LLMs
make decisions under uncertainty. It infers a utility
function through prompting and optimizes the ex-
pected utility using Monte Carlo estimation. Feng
et al. (2024) calculate decision probabilities using
a Bayesian model and present results on datasets
such as Common2Sense (Singh et al., 2021) and
PlaSma (Brahman et al., 2023). In contrast, our ap-
proach involves fine-tuning an LLM with domain-
specific knowledge to ensure it prioritizes support-
ing facts accurately. Training instances are gener-
ated via a series of reflection steps, without relying
on human annotations.

Our research explores the potential of using earn-
ings call transcripts to forecast stock investment de-
cisions (Sawhney et al., 2020; Medya et al., 2022;
Lopez-Lira and Tang, 2023; Ni et al., 2024). Pub-
licly traded companies in the U.S. are mandated by
the Securities and Exchange Commission (SEC) to
regularly report their financial performance, often
through earnings calls. These calls include presen-
tations from senior executives, such as the CEO and
CFO, followed by a Q&A session with financial an-
alysts. The objective is to reassure investors about
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Supporting Facts with Assigned Strengths

marking its first quarterly profit since the pandemic began.

Delta Air Lines achieved a pre-tax profit of $216 million in the September quarter,

Decision: Sell

Justification: My reexamination

Revenue recovery in the September quarter reached 66% of 2019 levels, driven by
strong consumer demand and an increase in business and international travel.

has highlighted the fact that
while Delta shows promising

signs of recovery, the impact of

business travel will return by the end of next year.

Business travel is accelerating with expectations that between 80% and 100% of

rising fuel prices and potential
losses projected for the fourth

as crude prices have risen nearly 60% year-to-date.

The airline faces rising fuel prices, projecting a modest loss for the fourth quarter

quarter add a significant level of
risk to the investment outlook...

Figure 1: STRUX’s explanations consist of three components: {supporting facts, a decision, and a brief justification}.
Supporting facts can include both positive (green) and negative (red) aspects, along with their strengths.

the company’s management and strategy. With the
rise of LLMs in financial services (Zhu et al., 2021;
Sang and Bao, 2022; Cao et al., 2024; Reddy et al.,
2024), analyzing earnings call transcripts to guide
stock investment decisions presents a promising op-
portunity to test the effectiveness of LLM-assisted
decision-making.

Our research contributions include: (a) we in-
troduce STRUX, a novel framework designed to
enhance the decision-making processes of LLMs.
STRUX improves accuracy and transparency by
meticulously constructing a fact table, analyzing
these facts through a series of reflective steps, and
fine-tuning the LLM to prioritize crucial informa-
tion. (b) Our experiments demonstrate that STRUX
surpasses strong baselines in forecasting stock in-
vestment decisions, proving its effectiveness. Its
structured explanations further enhance decision
transparency and represent a notable step towards
practical decision-making with LLMs.!

2 The STRUX System

STRUX is tasked with predicting a company’s post-
earnings stock trend to inform the investment deci-
sion. It is set to select the most relevant facts from
a provided fact table, ensuring a balanced represen-
tation of positive and negative facts affecting the
stock price. Each selected fact must then be eval-
uated for its potential impact on the stock’s price
movement. A “+” symbol indicates a positive im-
pact, with the number of symbols varying from one
(+) to three (+++) showing the increasing strength.
Conversely, a “-” symbol denotes a negative im-
pact, with one (-) to three (---) symbols reflecting
the severity of the negative influence.

Our system then combines and analyzes all the
selected facts to forecast the direction of the stock
price movement. The outcomes include: Strongly

'Our data are available at http://struxdata. github.io

Buy (SB), Buy (B), Hold (H), Sell (S), or Strongly
Sell (SS). It also provides a justification elaborat-
ing on its rationale, focusing on the key facts that
influence this decision. As illustrated in Figure 1,
our structured explanations consist of three com-
ponents: {supporting facts, decision, and brief jus-
tification}. Supporting facts can be both favorable
and adverse, along with their respective strengths.

2.1 Generating Structured Explanations
Through Self-Reflection

We create a fact table from each company’s earn-
ings call transcript to summarize key financial met-
rics, which are crucial for making informed invest-
ment decisions. Following Koa et al. (2024), we in-
put executive speeches from either the Prepared Re-
marks or Q&A sessions into the LLM. Summaries
are proportional in input length. Each speech from
the Prepared Remarks is summarized into 3-5 key
facts, while those from the Q&A session are con-
densed into 1-3 key facts. The fact table was gen-
erated using OpenAl’s gpt-40-mini-2024-07-18;
refer to the Appendix for the prompt. It distills es-
sential information from a lengthy transcript, high-
lighting key aspects of a company’s financials (Cho
et al., 2021, 2022).

Reflection. We use a series of reflective steps to
create training instances without requiring human
annotations. This reflection was performed by GPT-
40-mini, aiming to help the model learn from its
mistakes. When the model makes a poor invest-
ment decision, we notify it of the error and prompt
it to identify any significant flaws in its fact selec-
tion, strength assignment, or reasoning processes.
We also provide a list of previous incorrect deci-
sions, including the reasons behind those decisions.
Importantly, we ask the model to come up with a
different decision from its previous ones without
revealing the correct answer. This approach allows
us to observe the model’s independent decision-
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Figure 2: Each iteration of self-reflection improves the
accuracy of decision-making. We show the percentage
of training instances that receive correct decisions after
each iteration. Our STRUX model is instructed to select
from three ranges of supporting facts: 3-6, 6-10, and 10-
15. The selection of 6-10 supporting facts consistently
yielded the highest accuracy.

making that emerges from reflection. Our prompt
used for reflection can be found in the Appendix.

Demonstrations and Comparisons. Our ‘demon-
strations’ data contains training instances where
output y has a correct decision post-reflection. We
utilize this data to fine-tune Llama3, helping it pri-
oritize relevant facts and make accurate decisions.
The ‘comparisons’ data consists of paired outputs,
y and y*, where y* is the output with the correct
decision, and y is the prior model output in a series
of reflections which has incorrect decision. These
pairwise comparisons help train a reward model to
favor outcomes that lead to correct decisions. Train-
ing instances that do not yield correct decisions af-
ter all reflections are excluded from demonstration
or comparison data.

2.2 Fine-tuning LLMs for Decision-Making

STRUX+SFT. We start with the base LLM model,
Llama3-8b-Instruct, and fine-tune it using our
demonstrations data to develop the SFT model
po(y|x). Specifically, the input x is a fact table
created from an earnings call transcript, and the out-
put y includes structured explanations that contain
{supporting facts, a decision, a brief justification}.
As illustrated in Equation 1, the fine-tuning process
aims to minimize the negative log-likelihood of the
data. Here, y* ~ 7(-|x) represents the demonstra-
tions provided by gpt-40-mini-2024-07-18, each
of which contains the correct decision.

Lsrr(0) = —E [logpe(y™*[x)] (1)

x~D,y* Nﬂ.(' |X

STRUX+RL. In reinforcement learning, we start
with a policy pg/ (y|x) = pg(y|x) and fine-tune the

System Recall Prec F; Accu.
Llama3-8b (Fact Table) 17.36 13.67 12.26 16.70
GPT-40-mini (Full Trans) 21.05 12.01 10.12 17.21
GPT-40-mini (Fact Table) 21.81 17.61 13.31 20.27
DelLLMa (Liu et al., 2024) 38.30 23.14 16.68 22.35
(Ours) STRUX+SFT 19.15 15.55 16.54 23.34
(Ours) STRUX+RL 23.03 19.34 19.80 25.55

Table 1: Our STRUX system outperforms strong bench-
marks in making stock investment decisions. We present
macro-averaged precision, recall, F-scores, accuracy for
the test set. LLMs evaluated are: Llama3-8b-Instruct
and gpt-40-mini-2024-07-18.

policy per (y|x) using a reward function r4(x,y).
We employ proximal policy optimization to opti-
mize the expected reward. This process involves
repeatedly choosing an instance from our training
set, calculating the reward for the model’s response
with the reward function, then updating model pa-
rameters towards maximizing the reward. Follow-

ing (Ziegler et al., 2020), we include a penalty
Bpe/(ﬂx)

po(y[x)
diverging too far from py(y|x) where the learned

reward r4(x,y) is valid; 3 is set to 0.2 in our study.

to the reward to prevent py (y|x) from

£ 9/ — —E r X, o 0’ (y|X)
R () x~D, o) =B po(ylx)
y~pgr (%)

The reward function r4(x, y) is trained using ‘com-
parisons’ data. For every input x, a response with
the correct decision y* is paired with y, correspond-
ing to the incorrect response prior to a successful
reflection. Below, o(rg(x,y*) — 74(x,y)) repre-
sents the probability that y* is preferred over y,
denoted by p(y* > y). We implement the reward
r4(x,y) as alinear function of the final embedding
from the SFT model, and use this reward model to
guide the policy learning during RL.

Lrm(¢)= I%

x~D,
*

v,y (o] x)

logo(rg (x,y") —74(x,¥))]

3 Earnings Call Transcripts

Our dataset includes 11,950 quarterly earnings call
transcripts from the Motley Fool website, collected
by Hu et al. (2024c), covering the period from 2017
to 2024. It contains transcripts from 869 compa-
nies listed on the NASDAQ 500 and S&P 500, with
an average of 10,187 tokens per transcript. Due to
resource limits, we construct a balanced training
set with 100 transcripts from each of the 11 finan-
cial sectors. Our test set consists of 587 transcripts
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Frequent Paths Leading to Correct Decisions

Frequent Paths Leading to Incorrect Decisions

B—H (10.1%)
B—H—SB (9.0%)
B—H—SB—S (4.7%)

B—H—S—SB (2.8%)
B—S (2.5%)
SB—H (2.2%)

B—H—SB—S—H (2.9%)
B—S—H—SS—H (2.1%)
B—H—SB—S—B (2.0%)

B—H—S—SB—S (1.5%)
B—S—H—SS—B (1.4%)
SB—H—B—S—B (1.1%)

Table 2: The most common decision paths during reflection and their percentages in the training data. SB, B, H, S,
SS represent strong buy, buy, hold, sell, and strong sell, respectively. In cases where the model correctly decides in
the 1st iteration, we disregard these instances since they do not involve self-reflection.

Total Number of Facts Per Transcript 39.92
Num of Supporting Facts Per Transcript 9.11
Num of Favorable Supporting Facts 8.01
Favorable Facts with Strengths 1 to 3 1.00/4.53/2.48
Number of Adverse Supporting Facts 1.10

Adverse Facts with Strengths 1 to 3 0.58/70.29/0.23

Table 3: Statistics of supporting facts.

from 2024, carefully chosen to ensure they were
not part of the LLM pretraining, which has a cutoff
up to December 2023. Our study focuses on the tex-
tual information of these transcripts and excludes
acoustic features. The ground-truth investment de-
cisions are based on a stock’s performance 30 days
post-earnings; they are categorized as Strongly Buy,
Buy, Hold, Sell, or Strongly Sell.

4 Experimental Results

We evaluated our STRUX against strong baselines
for forecasting stock investment decisions. This
includes DelLLMa (Liu et al., 2024), which incor-
porates uncertainty into LLM decision-making us-
ing classical decision theory and has been tested
on tasks such as agriculture planning and finance.
Additionally, we tested gpt-40-mini-2024-07-18
and Llama3-8b-Instruct by providing either full
transcripts or concise fact tables to elicit invest-
ment decisions; see Appendix for the prompt.

System Comparisons. Table 1 shows the macro-
averaged precision, recall, F-scores, and accuracy
for the test set. STRUX outperforms strong base-
lines in accuracy and F-scores for stock investment
decisions. Our findings indicate that adding rein-
forcement learning (STRUX+RL) leads to stronger
performance compared to using the SFT method
alone. We also find that direct prompting methods,
e.g., GPT-40-mini with Fact Table, tend to produce
overly positive outcomes, often failing to suggest
Strong Sell or Sell decisions. This bias can be
traced back to the optimistic financial descriptions
by company executives, and without fine-tuning, it
leads LLMs to display a bias toward bullish pre-
dictions. It is also worth mentioning that our test
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sBf{ 86 3 187 I3 23 SB 15 78 69 31
200 200
£ B{ © 24 6 31 B{ © 2 ail 4
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Figure 3: Confusion matrix after each reflection.

set has an imbalanced label distribution. A random
baseline achieves an accuracy of 19.11%, and our
STRUX+RL model shows a notable improvement,
reaching an accuracy of 25.55%.”

Supporting Facts. We analyzed the supporting
facts identified by the model in cases of correct
decisions after reflections. Statistics are presented
in Table 3. Each transcript is distilled into a table
of about 40 facts, from which the model selects 9.
The selection is predominantly positive, with 8 pos-
itive and 1 negative fact; about half of the negative
fact has an impact strength of 2—3. This indicates
that adding expert knowledge on potential negative
factors such as financial risks could make the fact
tables more comprehensive. Figure 2 illustrates our
experiment in which the model selects supporting
facts from three ranges during self-reflection: 3-6,
6-10, and 10-15. We found that selecting 6-10 facts
consistently yielded the highest performance.

Decision Paths. STRUX performed 4 rounds of
self-reflection, because there are 5 ground-truth de-
cisions. Figure 3 presents the confusion matrices,
with each round of reflection improving the model’s
accuracy. The model initially favored ‘Hold’ as a
conservative decision. After two rounds of reflec-

2We observe that OpenAl’s 01-mini-2024-09-12, which
generates a detailed internal thought process, only achieves a
16% accuracy on this task, possibly due to overthinking.
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tion, it began to predict decisions more accurately.
Ultimately, the errors arise from the model’s reluc-
tance to recommend ‘Strong Sell’ likely due to the
postive language in executive speeches.

Table 2 shows common decision paths during re-
flection. Interestingly, reflection can lead to abrupt
decision changes, such as a direct jump from Buy to
Strong Sell, instead of gradual shifts (e.g., Buy —
Hold — Sell). Moreover, reflection does not always
yield perfect outcomes; the model can repeat deci-
sions from previous cycles despite being instructed
not to. These observations suggest that guardrails
for self-reflection may help stabilize the decision-
making process and prevent radical changes.

5 Conclusion

STRUX marks a notable step in using LLMs for
decision-making. It integrates structured explana-
tions into the decision-making process through a
series of reflective steps. STRUX not only leads to
higher accuracy but also improves the transparency
of LLM decisions, making it a valuable tool for
complex decision-making scenarios.

6 Limitations

STRUX represents a significant advancement in
using LLMs for decision-making, particularly in
financial contexts. However, it’s crucial to refine its
fact extraction capabilities, as inaccuracies in data
selection can impact decision quality. Additionally,
predicting stock movements is inherently complex
and influenced by various external factors like data
quality and market nuances. Users are advised
to carefully consider these aspects to maximize
STRUX’s effectiveness and accuracy in real-world
applications. With ongoing enhancements, STRUX
has the potential to revolutionize decision-making
across diverse sectors.
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A Implementation Details

For STRUX+SFT, we fine-tune the system for three
epochs with a learning rate of 1e-5, adjusted using
a cosine scheduler. A warm-up ratio of 0.1 is set
to ease the model into training, and we use the
Adam optimizer configured with betas=(0.9, 0.999)
and epsilon=1e-08. Our Reward Model (RM) also
runs for three epochs, using a learning rate of 1e-4.
It shares the same cosine scheduler and warm-up
approach. For our STRUX+RL using Proximal
Policy Optimization (PPO), the training lasts two
epochs with the learning rate set to le-5.

Our summarizer is instructed to focus on sig-
nificant details that could impact the stock price,
including financial performance, future outlooks
and guidance, strategic decisions, company direc-
tion, market trends, competitive positioning, etc. It
also incorporates three historical financial metrics:
earnings per share (EPS), revenue trends, and his-
torical stock price, gathered from Alpha Advantage.
These metrics are classified into three categories:
‘Bullish’ (indicating strong financial health), ‘Sta-
ble’ (showing steady metrics), and ‘Bearish’ (sug-
gesting investor pessimism). We focus on speeches
from company executives and omit input from or-
ganizers and analysts.

137


https://arxiv.org/abs/2407.11282
https://arxiv.org/abs/2407.11282
https://arxiv.org/abs/2105.07624
https://arxiv.org/abs/2105.07624
https://arxiv.org/abs/2105.07624
https://arxiv.org/abs/1909.08593
https://arxiv.org/abs/1909.08593
https://www.alphavantage.co

Generating a Fact Table from an Earnings Call Transcript

You have been given an executive’s speech from an earnings call transcript. This could be from
the Prepared Remarks segment or from responses given during the Q&A session. Your task is to
summarize the essential details related to {company-ticker} stock.

1. Keep your summary concise, with no more than {number-of-facts} key facts.

2. Focus on significant details that could impact the stock price, including financial
performance, future outlooks and guidance, strategic decisions and company direction, market
trends and competitive positioning, introductions of new products or services, and responses to
industry challenges and opportunities.

3. Present these facts clearly without using any numbering or special formatting.

4. Make sure your summary remains factual and based solely on the content of the transcript.

*xExamples :*x*
*xExample 1 (Prepared Remarks) :x*x

Earnings call transcript:

"name": "John Smith, CEO0",
"speech": [
"Thank you, everyone, for joining us today. I'm pleased to report that our Q4 results exceeded
expectations, with revenue growing 15\% year-over-year to \$2.5 billion. This growth was
primarily driven by strong performance in our cloud services division, which saw a 30\%
increase in revenue.",

"However, we faced some challenges in our hardware segment, where revenue declined by 5\% due
to supply chain disruptions. We're actively working to mitigate these issues and expect
improvements in the coming quarters.",

"Looking ahead, we're excited about the launch of our new AI-powered platform next month,
which we believe will open up significant opportunities in the enterprise market. We're
also continuing to invest heavily in R\&D, with a focus on sustainable technologies that
we believe will drive long-term growth.",

"In terms of guidance, we're projecting revenue growth of 10-12\% for the next quarter, which
is slightly below analyst estimates due to ongoing macroeconomic uncertainties."

]

Facts:

Company reported Q4 revenue of $2.5 billion, a 15% year-over-year increase, exceeding
expectations.

Cloud services division saw a 30% increase in revenue, driving overall growth.

Hardware segment revenue declined by 5% due to supply chain disruptions.

New AI-powered platform launching next month expected to create significant opportunities in
the enterprise market.

Company is investing heavily in R&D, focusing on sustainable technologies for long-term growth.

Guidance for next quarter projects 10-12% revenue growth, slightly below analyst estimates.

*+xExample 2 (Q&A Session):xx
Earnings call transcript:

"name": "John Smith, CEO0",
"speech": [

"The 5\% decline in our hardware segment was primarily due to semiconductor shortages
affecting our production capacity. We've already secured new suppliers and expect to
resolve most of these issues by the end of next quarter. In fact, we anticipate returning
to growth in this segment by Q3."

1

Facts:

Hardware segment declined 5% due to semiconductor shortages; new suppliers secured, issues
expected to be resolved by next quarter end.
Anticipate returning to growth in hardware segment by Q3.
Earnings call transcript: {earnings-call-transcript}

Facts:"""

\.

J

Figure 4: We input executive speeches from the Prepared Remarks or Q&A sessions into the LLM. Summaries are
proportional in input length. Each speech from the Prepared Remarks is summarized into 3-5 key facts, while those
from the Q&A session are condensed into 1-3 key facts. Fact tables are generated using gpt-40-mini-2024-07-18.
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Predicting a Company’s Post-Earnings Stock Trend to Inform the Investment Decision

Your task is to make an investment decision by predicting the post-earnings stock movement trend
for {company-ticker} over a 30-day period. Use the provided fact table and follow these steps:

1. Choose 6-10 of the most relevant facts from the table. Make sure there is a balance between
positive and negative facts.

2. Each selected fact needs to be assessed for its likely impact on the stock's price:

- Use a '+' symbol to denote a positive impact. The number of '+' symbols can vary from one
('+') to three ('+++') depending on the increasing strength of the positive impact.

- Use a '-' symbol to denote a negative impact. Similarly, the number of '-' signs can range
from one ('-') to three ('---') based on the severity of the negative impact.

3. Prioritize facts that could influence the stock price over the long term.

4. Evaluate the facts based on both the quantitative (impact strengths) and qualitative (
relevance and importance) aspects of each fact.

5. Combine and analyze all the selected facts to predict the likely direction of the stock price
movement .

Your response must be formatted as follows:
Selected Facts with Assigned Strength:
- [Fact 1] | [Content]: [Assigned Strength]
- [Fact 2] | [Content]: [Assigned Strength]

(Include between 6-10 facts with their assigned strengths)

Decision: [Choose one: Strongly Buy, Buy, Hold, Sell, Strongly Sell. Please note that no other
responses will be considered valid.]

Justification: [Provide a concise paragraph summarizing your reasoning, focusing on key facts
that influence your decision.]

Fact Table: {fact-table}

\

Figure 5: STRUX is tasked with predicting a company’s post-earnings stock trend to inform the investment decision.
It is set to select the most relevant facts from a provided fact table, ensuring a balanced representation of positive
and negative facts affecting the stock price. Each selected fact is evaluated for its potential impact on the stock’s
price movement. A “+” symbol indicates a positive impact, with the number of symbols varying from one (+) to
three (+++) showing the increasing strength. Conversely, a “-” symbol denotes a negative impact, with one (-) to
three (---) symbols reflecting the severity of the negative influence. The system then analyzes all the selected facts to
forecast the direction of the stock price movement. The outcomes include: Strongly Buy (SB), Buy (B), Hold (H),
Sell (S), or Strongly Sell (SS). It also provides a justification elaborating on its rationale, focusing on the key facts
that influence this decision. Additionally, we tested gpt-40-mini-2024-07-18 and Llama3-8b-Instruct using this
prompt by providing either full transcripts or concise fact tables to elicit investment decisions.
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Reflecting on Past Errors to Enhance the Model’s Decision-Making Abilities

You are an advanced reasoning agent capable of enhancing your capabilities through
self-reflection. 1In a previous task, you analyzed a fact table related to a specific stock. You
selected various facts from the table, assigned impacts and strengths to them, and formulated a
stock investment decision along with supporting justifications. Unfortunately, your assessments
led to an incorrect stock investment decision.

Your current task is to critically review your prior efforts. You must reexamine the original
fact table, the facts you previously selected, the strengths you assigned to each, and the
reasoning behind your conclusions. It is essential to identify significant flaws in your
selection of facts, the assignment of their strengths, or in the reasoning process you employed.

You must adhere to the following format in your analysis. Any deviation from this format will
render it invalid. Your new stock investment decision should differ from all previous ones and
should be derived exclusively from a detailed analysis of the provided facts, without relying on
any pre-existing patterns.

Fact Table:
[The full fact table will be provided here]

Previous Incorrect Outputs:
[A list of previously incorrect outputs will be included here, containing selected facts, their
assessed strengths, decisions, and the justifications provided for them.]

OUTPUT:

Selected Facts with Assigned Strength:
- Fact [number] | [Content]: [Assigned Strength]
- [This pattern will continue for each of the selected facts, ensuring that 6-10 facts are chosen

.1

Decision:
[Your new decision, which must be different from all previous decisions, will be one of the
following: Strong Buy, Buy, Hold, Sell, Strong Sell.]

Justification:

[Provide a clear explanation for your updated changes and new decision in a single paragraph.
Emphasize how your analysis of the facts led you to a different decision from previous
outputs, and how you have addressed any errors found in prior assessments.]

Fact Table:
{fact-table}

Previous Incorrect Outputs: The following list includes outputs from previous trials. This
includes decisions that were incorrect, potentially incorrect facts that were selected, and
inaccurately assigned strengths.

{previous-incorrect-outputs}

OUTPUT:

Figure 6: We use a series of reflective steps to create training instances without requiring human annotations. This
reflection was performed by gpt-40-mini-2024-07-18, aiming to help the model learn from its mistakes. When
the model makes a poor investment decision, we notify it of the error and prompt it to identify any significant
flaws in its fact selection, strength assignment, or reasoning processes. We also provide a list of previous incorrect
decisions, including the reasons behind those decisions. Importantly, we ask the model to come up with a different
decision from its previous ones without revealing the correct answer. This approach allows us to observe the

model’s independent decision-making that emerges from reflection.
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[Prepared Remarks:]
>> Operator

Good morning, everyone, and welcome to the Delta Air Lines September-quarter 2021 financial
results conference call. My name is Jen, and I will be your coordinator. [Operator
instructions] As a reminder, today's call is being recorded. I would now like to turn the
conference over to Ms. Julie Stewart, vice president of investor relations. Please go ahead.

>> Julie Stewart -- Vice President of Investor Relations

Thank you, Jen. Good morning, everyone, and thanks for joining us for our September-quarter 2021
earnings call. Joining us from Atlanta today are CEO, Ed Bastian; our president, Glen
Hauenstein; our CFO, Dan Janki. And Ed will open the call with an overview of Delta's
performance and strategy.

Glen will provide an update on the revenue environment and our brand momentum, and Dan will
discuss cost fleet and our balance sheet. Similar to last quarter's call, we've scheduled
today's call for 90 minutes to make sure we have plenty of time for questions. [Operator
instructions] After the analyst Q\&A, we will move to our media questions, after which, Ed
will provide a brief closing statement. Today's discussion contains forward-looking
statements that represent our beliefs or expectations about future events.

All forward-looking statements involve risks and uncertainties that could cause the actual
results to differ materially from the forward-looking statements. Some of the factors that
may cause such differences are described in Delta's SEC filings. We also discuss non-GAAP
financial measures, and all results exclude special items unless otherwise noted. You can
find a reconciliation of our non-GAAP measures on the Investor Relations page at ir.delta.com
. And with that, I'll turn the call over to Ed.

>> Ed Bastian -- Chief Executive Officer

Well, thank you, Julie, and good morning, everyone. Appreciate you joining us this morning. The
September quarter marked another important milestone in our recovery. We achieved our first
quarterly profit since the start of the pandemic with a pre-tax result of $216 million and a
pre-tax margin of nearly 3% despite still missing one-third of our revenue base compared to
the same period in 2019... [omitted.]

[Questions & Answers:]

>> Operator

Thank you. And we'll go first to Jamie Baker with J.P. Morgan.
>> Jamie Baker -- J.P. Morgan -- Analyst

Hey. Good morning, everybody. First question goes potentially to Glen and Dan. So pre-COVID, I
had asked Paul about the amount of time that it would typically take Delta to recalibrate the
higher fuel prices.

I'm not staring at the transcript, but his estimate at the time was four to six months, which was
an improvement from historic levels. So my question, I guess, for Glen is whether the
booking curve is steep enough right now that you might actually be able to recapture the top
line more quickly than that. And similarly, for Dan, whether there's anything we should be
taking on the cost or operations side that could accelerate the process. I'm basically just
trying to understand whether four to six months is still the right estimate for us to be
using.

>> Glen Hauenstein -- President

Well, I would just comment, I think we're a bit in uncharted territory here as the recovery
continues. And while I think it might be difficult in the very short run, despite the fact
that the booking curve has moved in a bit, that I would estimate that, that four to six
months is about right because we believe that demand and capacity will fall back into a very
good equilibrium by next spring which would put you inside that window... [omitted.]

Figure 7: An example of an earnings call transcript from Delta Air Lines (DAL) for Q3 2021.
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