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Abstract

To achieve generalized and robust natural-to-
formal language conversion (N2F), large lan-
guage models (LLMs) need to have strong ca-
pabilities of decomposition and composition
in N2F when faced with an unfamiliar for-
mal language and be able to cope with com-
positional gaps and counter-intuitive symbolic
names. To investigate whether LLMs have this
set of basic capabilities in N2F, we propose
the DEDC framework. This framework semi-
automatically performs sample and task con-
struction, allowing decoupled evaluation of the
set of decomposition and composition capabil-
ities of LLMs in N2F. Based on this frame-
work, we evaluate and analyze the most ad-
vanced LLMs, and the main findings include
that: (1) the LLMs are deficient in both de-
composition and composition; (2) the LLMs
show a wide coverage of error types that can
be attributed to deficiencies in natural lan-
guage understanding and the learning and use
of symbolic systems; (3) compositional gaps
and counter-intuitive symbolic names both af-
fect the decomposition and composition of the
LLMs. Our work provides a new perspective
for investigating the basic capabilities of de-
composition and composition of LLMs in N2F.
The detailed analysis of deficiencies and attri-
butions can help subsequent improvements of
LLMs. The dataset and code are available at
https://github.com/xzy-xzy/DEDC.

1 Introduction

A formal language (Salomaa, 1987) is a symbolic
system formed by a set of symbolic primitives that
can be combined into expressions to convey spe-
cific meanings according to certain rules. Com-
mon formal languages include formal logic (Prior,
1963), structured query language (Chamberlin and
Boyce, 1974), formal syntax (Sag et al., 1999), etc.
Formal languages are often used to more accurately
convey the meaning embedded in natural language
texts, resulting in many natural-to-formal language

conversion (N2F) tasks in the field of natural lan-
guage processing, such as syntactic-semantic pars-
ing (Zhang, 2020), structured query language gen-
eration (Katsogiannis-Meimarakis and Koutrika,
2023), logical expression generation for symbolic
reasoning (Xu et al., 2024), etc.

Due to the wide coverage of the training cor-
pus, large language models (LLMs) have devel-
oped, to some extent, the capability of N2F on a
variety of common formal languages (Liu et al.,
2024). However, it is an under-explored question
whether LL.Ms have developed basic capabilities
to cope with arbitrary new formal languages for
N2F. When confronted with an unfamiliar formal
language, the capabilities of decomposition and
composition is necessary to accomplish N2F: af-
ter seeing some samples containing expressions in
formal language and their corresponding meanings
in natural language, LLMs need to be able to de-
compose the meanings of symbolic primitives from
the samples (decomposition) and combine the sym-
bolic primitives into new expressions with specific
meanings (composition). In addition, to achieve
generalized and robust N2F, LLMs need to have
the capability to cope with the following situations
during decomposition and composition: (1) there
are compositional gaps between the expressions
to be combined and the expressions seen, and (2)
there are names of symbolic primitives that would
not normally correspond to the actual meanings of
the symbolic primitives (counter-intuitive).

Investigating whether LLMs have this set of ca-
pabilities is important from both practical and cog-
nitive perspectives (Hupkes et al., 2022). From
a practical perspective, this set of capabilities is
necessary for LLMs to accomplish N2F under in-
context learning (Dong et al., 2024), especially
when confronted with uncommon formal languages
and complex situations. From a cognitive perspec-
tive, the intelligence reflected in this set of capa-
bilities is one of the necessary conditions to con-
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Primitives

fO (view, column, value) — view: the subview of view where

values under the column are greater than value

f1 (view, column, k) — view: the subview of view where

values under the column are in the top k

3 (view, column, k) — value: the kth-max value under the

column in the view
Graph and Expressions

view_1 :=f0 (all, attr_958, 529);

Question in Natural Language

Assuming that group A contains the items that satisfy its

attr_958 is greater than 529 among all items,

which items satisfy its attr_922 is greater than the 776th
largest attr_159 of group A among the top 933 items for

attr_468 among group A?

view_2 :=f1 (view_1, attr_468, 933);
val_1 :=f3 (view_1, attr_159, 776);

result := fO (view_2, attr_922, val_1);

Task Description

For a given question of tabular reasoning,
output the reasoning expressions with
minimum steps using a particular symbolic
system. Here are some examples.

Demonstration Samples

Question: Among the items that satisfy ...,
which are the top 697 items for attr_917?
Answer: ...f0 ... f3 ... fO ... f1 ...

Question: Of the items that satisfy ..., what
is the sum of attr_7707?

Answer: ...f3...f9...f2 ... f4 ..

Question: Among all items, which items
satisfy its attr_667 is greater than ...?
Answer: ...f1 ...f0 ... f4 ... fO ...

: Demonstration of Primitives (shown
 when only composition is considered)
i Question: Which items satisfy ... ?

i Answer: result := f0 (all, attr_664, 28);

| Question: What is the 343rd ... ? :
| Answer: result := f3 (all, attr_83, 343); ;
i Question: Which are the top 100 ... ? i

Mow it's your turn. Question: ... Answer: !

Figure 1: An illustration of the sample and task construction of the DEDC framework. An example of the sample
construction is shown on the left. On the right is an illustration of the task construction when the sample on the left

is used as the test sample.

firm that LLLMs are truly intelligent (Newell and
Simon, 2007) in N2F. Evaluation and analysis are
needed to determine whether LLMs have this set
of capabilities and to find deficiencies for subse-
quent improvement. However, there is currently no
framework to support such evaluation and analysis.

To solve this problem, we propose the DEDC
framework. This framework constructs samples
and tasks in a semi-automatic manner, allowing
Decoupled Evaluation of LLMs’ Decomposition
and Composition capabilities in N2F. In addition,
this framework allows for easy setting adaptations
to evaluate the capabilities of LLMs to cope with
compositional gaps and counter-intuitive symbolic
names in N2F.

Based on the DEDC framework, we conduct
a comprehensive evaluation and analysis of the
above-mentioned decomposition and composition
capabilities of existing LLMs. We also conduct a
detailed analysis of the specific error behaviors of
the LLMs in N2F to provide more insights into the
attributions of errors.

2 DEDC Framework

2.1 Sample Construction

Figure 1 shows an example of sample construction
on the left.

Formal language. We consider a formal lan-
guage with 10 primitives in the context of tabular
reasoning (Chen et al., 2020a,b) as the case for in-
vestigation, where the primitives are functions and
the expressions are assignment statements using
a single function. By combining multiple expres-
sions, the output of one function can be used as
one of the input arguments to other functions, thus
expressing complex tabular reasoning processes.
See Appendix A.1 for details of the primitives.

Graph and expressions. The compositional
structure of expressions can be represented as a
directed acyclic graph (Keysers et al., 2020), where
the nodes are functions and the directed edges indi-
cate that the output of one function is used as an in-
put parameter to another function. We first identify
6 types of base graphs that contain 4 nodes (shown
in Figure 2) and then enumerate all the schemes that
identify a function for each node, yielding a total
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Figure 2: Six types of base graphs we identify for the
sample construction of the STD framework.

of 323 valid schemes. For each valid scheme, we
randomly generate structure-independent parame-
ters to obtain multi-step expressions corresponding
to the scheme. See Appendix A.2 for details of
scheme enumeration.

Question in natural language. All valid
schemes correspond to 18 types of graphs with
output types on the edges. For each type of graph,
we manually designed question generation tem-
plates to generate the corresponding natural lan-
guage questions from the expressions. See Ap-
pendix A.3 for details of question generation. See
Appendix B.1 for a discussion of grammatical di-
vergence in question generation.

With the above construction process, we obtain
323 samples of (graph, expressions, question).

2.2 Task Construction

We use each sample as a test sample for task con-
struction. The right side of Figure 1 shows an
example of task construction when the sample on
the left is used as a test sample.

For each test sample, the task of LLMs is to
transform the input question into the correspond-
ing expressions after seeing three demonstration
samples. The demonstration samples are randomly
selected from samples other than the test samples
and satisfy the following conditions:

e Each demonstration sample contains at least
one primitive in the test sample.

e The set of all primitives in the three demon-
stration samples covers the set of primitives
in the test sample.

Demonstration samples are enough for LLMs to
learn desired primitives and basic rules of compo-
sition. To accomplish this task, LLMs need both
decomposition and composition capabilities: they
need to decompose the meaning and format of the
primitives from the demonstration samples (decom-
position), and then combine the primitives accord-
ing to the question to obtain expressions with the

corresponding meaning (composition). We denote
the performance of a LLM on the task as Py.

2.3 Metric

We use accuracy (%) as the performance metric. A
directed acyclic graph may have multiple topologi-
cal orders and thus correspond to multiple correct
orders of expressions. When determining whether
an answer is correct, we traverse the expressions
in order and perform variable substitution to obtain
a final single expression and determine whether it
agrees with the standard answer. This approach
avoids the influence of multiple topological orders
and the arbitrariness of intermediate variable names
on the determination. In addition, if the expression
contains primitives with swappable arguments, we
check the final expression before and after the ar-
gument swapping, and consider it correct if one
of them agrees with the standard answer. See Ap-
pendix A.4 for details of answer checking.

2.4 Decoupling

To decouple the effects of decomposition and com-
position capabilities of the LLM on this task, we
also measure the performance of the LLM on the
task when it can see the demonstration of primi-
tives (shown in Figure 1), which provides a cor-
responding simplest sample for each primitive in
the test sample. In this case, the LLM can directly
obtain the meaning and format of the desired prim-
itives without decomposition capabilities, and only
needs composition capabilities to accomplish the
task. We denote the performance of the LLM in
this case as P,. After measuring Py, and P, sepa-
rately, we can estimate the effects of decomposition
and composition capabilities of the LLM on task
performance based on Py, and F,:

e Weuse D. = 100 — P. to estimate the effect
of composition capability. D, indicates the er-
ror rate of the LLM when only composition is
needed. A larger D, indicates a larger defect
in the composition capacity of the LLM.

e We use Dy = P. — Py to estimate the effect
of decomposition capability. D, indicates the
additional error rate of the LLM due to the
need for decomposition. A larger D, indicates
a larger defect in the decomposition capacity
of the LLM.

In this way, the effects of decomposition and

composition capabilities of the LLM are decoupled
and comparable.
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3 Base Evaluation

In this section, based on the DEDC framework,
we perform a base evaluation (i.e., no additional
settings) of the LLMs and analyze the results.

3.1 Models

We select a series of the most advanced LLMs for
evaluation, including the closed-source LLMs GPT-
40-20240806 (OpenAl et al., 2024), Claude-3.5-
sonnet-20240620 (Anthropic, 2024), and the open-
source LLMs DeepSeek-2.5 (DeepSeek-Al et al.,
2024), Mistral-large-2407 (Jiang et al., 2024a), and
Llama-3.1-405B (Dubey et al., 2024). To get the
deterministic output, we set the temperature param-
eter to 0.

3.2 Results

Table 1 shows the results of the base evaluation.
From the results we find that:

(1) The LLMs are relatively good at composi-
tion but still have deficiencies. All LLMs except
DeepSeek-2.5 have D. < 10, i.e., the error rate is
less than 10% when only composition is required,
reflecting a relatively strong composition capabil-
ity. However, no LLMs can achieve perfect perfor-
mance with zero error rate, and most LLMs show
a wide coverage of error types (we will discuss
this in detail in 3.3), indicating that there are still
deficiencies in composition.

(2) The LLMs have significant deficiencies in de-
composition, which are more severe than in compo-
sition. All LLMs except Claude-3.5 have D; > 10,
i.e., the additional error rate due to need decom-
position exceeds 10%. Even for Claude-3.5, the
additional error rate reaches 7.74%. This indicates
that the LL.Ms have severe deficiencies in decom-
position. All LLMs have D, > D, suggesting that
the deficiencies in decomposition are more severe
than in composition.

(3) Closed-source LLLMs in general have greater
decomposition and composition capabilities than
open-source LLMs. The closed-source model out-
performs the open-source model in all comparisons
except that Mistral-large has a slightly lower D,
than GPT-40. The closed-source model Claude-3.5
shows the strongest decomposition and composi-
tion capabilities.

(4) Except for Mistral-large, the D, ranking of
the LLMs is consistent with the D, ranking, show-
ing a correlation between decomposition and com-
position capabilities to some extent. As an excep-

Pic P D, Dy
GPT-40 81.42 9474 526 13.31
Claude-3.5 91.02 98.76 124 17.74
DeepSeek-2.5 | 68.73 86.69 13.31 17.96
Mistral-large | 76.78 95.98 4.02 19.20
Llama-3.1 7492 90.71 929 15.79

Table 1: Results of the base evaluation of the LLMs.

tion, Mistral-large shows relatively strong composi-
tion capability but weak decomposition capability.

3.3 Error Analysis

We check the specific error behaviors of the LLMs
and summarize the following six error types (see
Table 2 for examples):

Primitive confusion. The LLMs use the correct
input parameters but the incorrect primitive name
in an expression.

Primitive fiction. The LLM:s fictionalize a non-
existent primitive and apply the name of an existing
primitive to it. The fictionalized primitive com-
bines the meanings of several existing primitives
or has an independent new meaning.

Variable misuse. The LLMs use non-existent
or incorrect intermediate variable names, resulting
in invalid or useless expressions.

Redundancy. The LLMs use redundant expres-
sions which result in an output that is incorrect or
does not have minimum steps.

Omission. The LLMs ignore a certain part of the
natural language question, resulting in the missing
of necessary expressions.

Incorrect meaning. The meaning of the expres-
sions output by the LLMs is not consistent with the
meaning of the natural language question. From the
perspective of graphs, there is an inconsistency be-
tween the graph corresponding to the output and the
graph of the sample, such as incorrect antecedents
for some nodes or confusing ordering of nodes.

Of the six error types, Incorrect meaning and
Omission can be completely attributed to conver-
sion errors caused by the LLMs’ misunderstanding
of the meaning of natural language questions. In
error types Primitive confusion and Primitive fic-
tion, the LLMs do not incorrectly understand the
meaning that needs to be expressed, but make er-
rors in the use of formal language, which can be
completely attributed to deficiencies in the capa-
bility to learn and use the symbolic system. Error
types Variable misuse and Redundancy contain
instances where both attributions mentioned above
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Type Sample 1 Sample 2

Primitive | Ans: view_1 := {0 (all, attr_641, 684); Ans: value_2 :=f3 (view_2, attr_611, 25);

confusion | Err: view_1 :=12 (all, attr_641, 684); Err: row_1 :=16 (view_2, attr_611, 25);
Note: fO and {2 have different input for- | Note: f3 and 6 have different output types
mats but the same output type but the same input format

Primitive | Ans: view_1 := fO (all, attr_814, 380); | Ans: view_2 := f2 (view_1, attr_346,

fiction value_1 :=f3 (view_l1, attr_175, 342); attr_486);
Err: value_1 := f3 (all, attr_814, 380, | Err: view_2 :=f2 (all, attr_346, attr_486);
attr_175, 342); view_3 := {6 (view_1, view_2);
Note: Compositional meaning Note: Independent new meaning

Variable Ans: value_1:=f5 (all); view_1 :=10 (all, | Ans: view_3 :=fl (view_2, attr_267, 65);

misuse attr_7, value_1); result := f2 (view_3, attr_941, attr_825);
Err: view_1 :=15 (all); view_2 :=10 (all, | Err: view_3 :=fl (view_2, attr_267, 65);
attr_7, value_1); result := f2 (view_2, attr_941, attr_825);
Note: Non-existent variable name makes | Note: Incorrect variable name makes the
the second expression invalid first expression useless

Redundan- | Ans: value_2 := {3 (view_2, attr_81, 362); | Ans: ... view_1 =12 (all, attr_892, col_1);

cy Err: row_1 :=f6 (view_2, attr_81, 362); | Err: view_1 := {2 (all, attr_892, attr_87);
value_2 := {7 (row_1, attr_81); ... view_2 :=12 (view_1, attr_892, col_1);
Note: Equivalent but redundant Note: Incorrect redundant steps

Omission | Ans: view_1 :=12 (all, attr_675, attr_210); | Ans: col_1 := f9 (attr_221, value_1);
value_1 :=f4 (view_1, attr_690); view_1 :=f2 (all, attr_27, col_1);
Err: value_1 :=f4 (all, attr_690); Err: view_1 :=f2 (all, attr_27, value_1);
Note: Omission of scope Note: Omission of operation

Incorrect | Ans: view_1 :=...; view_2 :=...; value_1 | Ans: view_1 := f1 (all, attr_511, 512);

meaning = f4 (view_l1, attr_716); view_3 := {0 | value_1 := f3 (view_l1, attr_651, 345);
(view_2, attr_319, value_1); view_2 := {0 (all, attr_896, value_1);
Err: view_1 :=...; view_2 :=...; value_1 | Err: value_1 := {3 (all, attr_651, 345);
=14 (view_2, attr_716); view_3 :=10 (all, | view_1 := O (all, attr_896, value_1);
attr_319, value_1); view_2 :=fl (view_1, attr_511, 512);
Note: Incorrect antecedents Note: Confusing ordering

Table 2: Six types of errors that occur in LLMs in the base evaluation and corresponding examples. Ans refers to
the standard answer, and Err refers to the LLM output with errors (only part of the expressions are shown). We
mark the main differences between the standard answer and the LLM output in blue and red.

make sense. The error types suggest that both the
capability of natural language understanding and
the capability of learning and using symbolic sys-
tems should be considered in N2F.

For each of the LLMs, we count the number of
occurrences of each error type, and the results are
shown in Table 3. From the results we find that:

(1) The LLMs show a wide coverage of error
types. When only composition is required, the
LLMs already show a wide coverage of error types
even at relatively low error rates: except for Claude-
3.5, which shows only 2 error types, all the other
LLMs show 5 ~ 6 error types. When decomposi-
tion is required, the LLMs show more error types or
more instances under some error types. The wide

coverage of error types suggests that the LLMs
have many pending deficiencies in both composi-
tion and decomposition in N2F.

(2) The most common error type for the LLMs is
Primitive confusion. Even without the need to de-
compose the meaning and format of the primitives,
Primitive confusion is the most frequent error type
for each of the LLMs. When decomposition is re-
quired, the number of error instances of Primitive
confusion also grows the most. This suggests that
the deficiencies of the LLMs in learning and using
the symbol system in N2F are severe.

(3) Different LLMs have different characteristics
in the distribution of error types. Except for Prim-
itive confusion, common error types vary across
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Error in P, Pc Pf Vm R O Im
GPT-40 8§ 3 1 1 1 3
Claude-3.5 2 - 2 - - -
DeepSeek-2.5 | 30 2 - 4 1 6
Mistral-large 7 2 1 1 - 2
Llama-3.1 14 1 7 1 - 7
Error in Py, Pc Pf Vm R O Im
GPT-4o0 41 5 5 3 2 4
Claude-3.5 24 1 3 - 1 -
DeepSeek-2.5 | 71 9 - 6 3 12
Mistral-large | 66 4 1 1 1 4
Llama-3.1 52 6 7 7 - 9
Table 3: The number of occurrences of each error

type for the LLMs when only composition is required
(above) and when both decomposition and composition
are required (below). - indicates that the corresponding
error type does not occur.

the LLMs. Some of the LLMs do not show cer-
tain error types, e.g., Claude-3.5 does not show
error types Incorrect meaning and Redundancy.
The characteristics in the distribution of error types
can help subsequent analysis and targeted improve-
ments of the LLMs in N2F.

4 Evaluations with Additional Settings

In the DEDC framework, additional settings can be
added to evaluate the capability of LLMs to cope
with a variety of situations and estimate the effects
of the additional settings on the decomposition and
composition of the LLMs. Assuming that the per-
formance of a LLM on the task with and without
demonstration of primitives under setting s is P?
and Pj respectively, we estimate the effect of the
setting by comparing the performance with that of
the base evaluation:

e Weuse A = P? — P, to estimate the effect
of setting s on composition of the LLM. A?
indicates the change in the performance of the
LLM caused by setting s when only composi-
tion is needed.

e Weuse A = (Pj, — Py.) — A} to estimate
the effect of setting s on decomposition of
the LLM. A indicates the additional perfor-
mance change of the LLM caused by setting
s due to the need for decomposition.

Under this definition, A? > 0 means that the set-
ting makes composition of the LLM easier, AS < 0
means that the setting makes composition of the

A A
A A B
A B
A B A
B B

Demonstration Samples Test Sample

Figure 3: An illustration of the compositional gap be-
tween the test sample and its demonstration samples. A
and B indicate the different output types on the edges.

LLM more difficult, and |AZ| indicates the magni-
tude of the effect. The meaning of A% in decompo-
sition of the LLM is similar.

In this section, we consider settings related to
compositional gaps and counter-intuitive symbolic
names.

4.1 Compositional Gap
4.1.1 Settings

Compositional generalization is a common type
of generalization in language-related tasks is con-
sidered to be one of the key linguistic manifes-
tations of human intelligence (Kim and Linzen,
2020; Hupkes et al., 2020; Kim and Linzen, 2020;
Xu and Wang, 2024). After learning some sam-
ples, humans can cope with test samples formed
by recombining elements in the learned samples,
even if they have not seen the compositional form
of the test samples during learning (i.e., there are
compositional gaps between the test samples and
the learned samples). In N2F, the relatively limited
primitive space of formal languages makes more
situations that require compositional generalization.
To achieve generalized N2F, LL.Ms need to have
the capability to handle compositional gaps.

In the DEDC framework, we regard the prim-
itives as elements and consider the capability of
LLMs to cope with the compositional gaps between
the demonstration samples and the test samples.
The compositional form of primitives is determined
by the graphs with output types on the edges in the
sample, so we define that a test sample has a compo-
sitional gap with its demonstration samples if and
only if any graph with output types on the edges in
the demonstration samples is different from that in
the test sample (shown in Figure 3).

In the base evaluation, 70% of the test samples
have compositional gaps with their demonstration
samples. We consider the following two settings
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0% gap P; P A5 Ay
GPT-40 86.69 96.59 +1.86 +3.41
Claude-3.5 94.43 99.38 +0.62 +2.79
DeepSeek-2.5 | 76.16 93.19 +6.50 +0.93
Mistral-large | 83.28 98.45 +2.48 +4.02
Llama-3.1 83.59 9474 +4.02 +4.64
100% gap PS P AN Ay
GPT-40 79.26 93.19 -1.55 -0.62
Claude-3.5 89.78 98.14 -0.62 -0.62
DeepSeek-2.5 | 63.47 84.52 -2.17 -3.10
Mistral-large | 76.47 95.98 0 -0.31
Llama-3.1 71.83 87.62 -3.10 0

Table 4: Results of the evaluation under the setting of
0% compositional gap (above) and 100% compositional
gap (below).

for compositional gaps:

e 0% gap. Any test sample does not have a com-
positional gap with its demonstration samples.

e 100% gap. Each test sample has a composi-
tional gap with its demonstration samples.

We achieve the settings by changing the demon-
stration samples for samples that do not satisfy the
requirements in the base evaluation.

4.1.2 Results and Analysis

Table 4 shows the results of the evaluation under
the two settings for compositional gaps. All the
LLMs show Af > 0, A > 0 under the setting of
0% gap and A7 < 0, A% < 0 under the setting of
100% gap. This indicates that the composition and
decomposition performance of the LLMs decreases
as the proportion of samples with compositional
gaps increases, i.e., compositional gap makes the
composition and decomposition of the LLMs more
difficult.

Additional errors due to compositional gaps en-
compass all six types described in 3.3, suggesting
that the effect of compositional gaps on the LLMs
is relevant to both natural language understanding
and the learning and use of symbolic systems. The
effect of compositional gaps on composition can be
attributed to the difficulties of the LLMs in dealing
with compositional forms that have not been seen
before; the effect on decomposition suggests that
the decomposition of the LLMs is not independent
of the test samples and can be disturbed by com-
positional gaps between the test samples and the
demonstration samples.

4.2 Counter-intuitive Symbolic Name
4.2.1 Settings

The nature of the symbolic system depends on the
meanings of the symbolic primitives and does not
change as the names of the symbolic primitives
change. Achieving robust N2F requires that LLMs
have an invariance: for a set of symbolic primi-
tives with established meanings, there is no signif-
icant difference in their performance under differ-
ent symbolic names. This invariance essentially
requires that LLMs be able to think based on sym-
bolic meanings independently of symbolic names,
and simply use the names in their expressions.

In the DEDC framework, the primitives can be
named arbitrarily. To investigate whether LLMs
have such invariance in N2F, we evaluate the per-
formance of LLMs under the setting of counter-
intuitive symbolic names, which refers to names of
symbolic primitives that would not normally corre-
spond to the actual meanings of the primitives. If a
LLM can think independently of symbolic names
and use symbolic names correctly in its expression,
then counter-intuitive symbolic names should not
affect its performance in N2F. We consider the fol-
lowing two types of settings for counter-intuitive
symbolic names (see Figure 4 for examples):

e Anomalous. For each primitive, use the name
of another primitive that has the same form as
the primitive but a completely different mean-
ing. For example, use bottom_k as the name
of a primitive with the meaning top_k.

e Cross-mapping. For each primitive, use the
name that normally corresponds to the mean-
ing of another primitive in the framework. For
example, use kth_max as the name of a primi-
tive with the meaning top_k.

We achieve the settings by simply replacing the
names of the primitives in the base evaluation.

4.2.2 Results and Analysis

Table 5 shows the results of the evaluation under the
two types of settings for counter-intuitive symbolic
names. All the LLMs show A? < 0, A < 0 under
the two types of settings, suggesting that both types
of counter-intuitive symbolic names, Anomalous
and Cross-mapping, make the composition and de-
composition of the LLMs more difficult. The effect
of counter-intuitive symbolic names is more severe
compared to compositional gaps, especially on de-
composition, as all the LLMs show |Aj| > 20
which indicates that the settings increase the ad-
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Meaning Name Meaning Name
filter_ gt —— filter_lIt filter_gt filter_gt
top_k —> bottom_k top_k top_k
kth_max —> kth_min kth_max kth_max
Anomalous Cross-mapping

Figure 4: An illustration of the two types of settings for
counter-intuitive symbolic names. The arrow indicates
that a primitive with the meaning on the left end uses
the name on the right end.

ditional error rate due to the need for decompo-
sition by more than 20%. On composition, there
are significant differences between the effects of
different types of settings on different LLMs, e.g.,
Llama-3.1 is almost unaffected by the Anomalous
setting, but Mistral-large is severely affected; all
LLMs except Mistral-large are more affected by
the Cross-mapping setting than the Anomalous
setting.

The additional error due to counter-intuitive sym-
bolic names centers on the misuse of symbolic
names: the LLMs use intuitive symbolic names
(e.g., the Meaning column of Figure 4) instead
of the symbolic names indicated in the demon-
stration samples (e.g., the Name column of Fig-
ure 4). This concentrated type of error suggests
that counter-intuitive symbolic names primarily in-
fluence the LLMs’ use of symbolic names in ex-
pressions rather than their thought processes. We
hypothesize that under the paradigm of generating
the next token based on maximum probability, the
LLMs cannot well handle the conflict between in-
tuitive symbolic names and contextual guidance,
leading to the incorrect use of symbolic names in
expressions. When only composition is required,
the demonstration of primitives mitigates this con-
flict but does not eliminate it; when decomposition
is additionally required, the absence of demonstra-
tion of primitives makes the conflict more severe.
Intuitive symbolic names may appear in the demon-
stration samples under the Cross-mapping setting
but not in the Anomalous setting, so the Cross-
mapping setting usually leads to more severe con-
flicts; however, LLMs that are inherently familiar
with intuitive symbolic names may suffer more
severe conflicts under the Anomalous setting.

Anomalous Py p? AN Ay

GPT-40 5294 87.00 -7.74 -20.74
Claude-3.5 57.28 9536 -341 -30.34
DeepSeek-2.5 | 41.80 80.50 -6.19 -20.74
Mistral-large | 13.93 68.11 -27.86 -34.98
Llama-3.1 45.82 90.09 -0.62 -28.48
Cross P; P A3 Ay

GPT-40 4427 8452 -10.22 -26.93
Claude-3.5 53.56 92,57 -6.19 -31.27
DeepSeek-2.5 | 33.13 7245 -14.24 -21.36
Mistral-large | 26.63 73.99 -21.98 -28.17
Llama-3.1 3529 7554 -15.17 -24.46

Table 5: Results of the evaluation under the setting of
Anomalous (above) and Cross-mapping (below) for
counter-intuitive symbolic names.

5 Related Work

(De)Composition. Research on composition
emerges before the era of LLMs (Lake and Baroni,
2018; Hupkes et al., 2020), focusing on compo-
sitional gaps between training and test sets (Kim
and Linzen, 2020; Keysers et al., 2020). In the
era of LLMs, some work investigates composition
under in-context learning by sampling from pre-
partitioned datasets with compositional gaps (Levy
et al., 2023; An et al., 2023). One notion of decom-
position in the research is the decomposition of the
steps of task execution (Song et al., 2019). Another
notion of decomposition concerns the decomposi-
tion of specific contents, and related work involves
the decomposition of large-scale data and com-
plex problems for reasoning (Ye et al., 2023) and
planning (Wu et al., 2024), and grammar-related
decomposition tasks such as morphological anal-
ysis (Moisio et al., 2024). In this work, we try
to investigate the decomposition and composition
of primitives in N2F and avoid pre-partitioning in
evaluation.

N2F. Related work under the N2F topic covers
a wide range of formal language types, such as
syntax for linguistic analysis (Dozat and Manning,
2017; Shi et al., 2024a), machine-executable lan-
guages (Shaw et al., 2021; Ma et al., 2024), etc.
The language-specific N2F capabilities of LLMs
can often be obtained from a targeted training cor-
pus (Jiang et al., 2024b; Shi et al., 2024b). Our
work provides a new perspective that investigates
whether LLMs possess the basic capabilities of
decomposition and composition in N2F.
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6 Conclusion

In this work, we propose the DEDC framework.
This framework performs sample and task construc-
tion semi-automatically, allowing decoupled eval-
uation of the decomposition and composition ca-
pabilities of LLMs in N2F. In addition, this frame-
work allows for the evaluation of the capability of
LLMs to cope with compositional gaps and counter-
intuitive symbolic names. Based on this framework,
we evaluate and analyze the most advanced LLMs.
From the results we find that: (1) the LLMs are de-
ficient in both decomposition and composition, and
the deficiencies are more severe in decomposition;
(2) the LLMs show a wide coverage of error types,
indicating that the deficiencies are relevant to both
natural language understanding and the learning
and use of symbolic systems; (3) the LLMs do not
cope well with compositional gaps and counter-
intuitive symbolic names, and both decomposition
and composition are affected. Our work provides a
new perspective for investigating the basic capabil-
ities of decomposition and composition of LLMs
in N2F. Our analysis of error types and attributions
can help subsequent improvements of LL.Ms, and
the DEDC framework can be used for evaluation
and analysis of the improvements.

Limitations

In this work, we concentrate on the evaluation and
detailed analysis of LLMs in a single case of de-
composition and composition in N2F. This leads
to two limitations. First, the cases covered by our
work are not comprehensive enough, mainly in
terms of the types of formal languages we investi-
gate. Second, our work does not provide specific
methods for improving the decomposition and com-
position capabilities of LLMs. Nevertheless, we
believe that our investigative work provides a new
perspective on the decomposition and composition
capabilities of LLMs in N2F and some meaningful
findings. The DEDC framework can be general-
ized to some extent to a wider range of cases (see
Appendix B.2 for a discussion), and the evaluation
results and analysis can help subsequent research
on improvements. Based on this work, we will try
to cover more cases and investigate improvement
methods in our future work.

Another limitation of this work is the lack of
human-related investigations from a cognitive per-
spective. See Appendix B.3 for a discussion related
to human capabilities.
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A Framework Details

A.1 Primitives

Table 6 shows the 10 primitives used in the DEDC
framework. We avoid using multiple primitives that
play the same structural role in the graphs, as this
leads to an unbalanced distribution of structures.
In the base evaluation, we use primitive names
without any meaning information attached to them
to avoid that LLMs have ever seen the same or
similar primitive name-meaning mappings.

A.2 Scheme Enumeration

A scheme is obtained by enumerating a primitive
for each node on a base graph without restriction.
A valid scheme must satisfy that each predecessor
node Y of a node X can match an unique input
parameter of X with the same type as the output
type of Y. In addition to this, we exclude schemes
that satisfy any of the following conditions:

(1) There are consecutive math operation nodes
or consecutive filter nodes. This can result in
schemes that potentially correspond to multiple
different execution paths.

(2) The predecessor of a count node is a single
top_k node. This can lead to meaningless opera-
tions.

(3) The final node is a math operation node. This
will result in the corresponding question not having
a practical meaning.

(4) There is a pair of nodes with the same prede-
cessor and successor, and the node with the smaller
ordinal number has the primitive with the larger
label. This can lead to schemes that are isomorphic
to other schemes.

A.3 Question Generation

We first design classes for each primitive, contain-
ing attributes and callable functions. See Table 7
for classes for each primitive. For different types of
schemes, we design templates to generate problems
using the node’s primitive class. See Table 8 for
question generation templates for different types of
schemes.

A4 Answer Checking

The execution of variable substitution requires a
storage containing the mapping pairs (x,y). For
each expression L := R in turn, each z in the
storage in R is replaced with the corresponding
y, and then (L, R) is added to the storage. The y

corresponding to the "result” in the storage is used
as the final single expression.

When there is a primitive f with swappable ar-
guments (currently only £8), both variable substi-
tutions L := f(A, B) and L := f(B, A) are taken
into account, and branches are generated. 2* final
expressions are checked if there are k primitives
with swappable arguments in the expressions.

B Discussions

B.1 Grammatical Divergence

There are potential issues of grammatical diver-
gence in the question generation template. For ex-
ample, in the first clause of the question shown on
the left-side of Figure 1, we use "it" to refer to each
of the individuals in "items" and use the phrase
"satisfy [a sentence]", which diverges from com-
mon grammar. It is more common to use "whose"
to lead the following clause "attr_958 is...". We
re-experiment on DeepSeek after changing all the
parts of the template associated with this diver-
gence to use "whose", resulting in a small change
in performance (P, — 0.31 and Py, +0.31). We hy-
pothesize that grammatical divergences that do not
affect comprehension have a very limited impact
on the results, especially given that the samples in
the demonstrations use the same grammar as the
test sample. Therefore, we still maintain the parts
with potential grammatical divergences.

B.2 Framework Generalizability

The introduction of decomposition and the decou-
pling of composition and decomposition in the
DEDC framework can be easily generalized to
other N2F tasks. After identifying the considered
primitives and the names that hide the meaning,
the evaluation can be performed as described in
the framework. In contrast, the generalization of
graph-based sample construction needs consider-
ation of the degree of fitness to the task and will
necessarily require new question template designs.
Nevertheless, due to the independence of the sam-
ple and task construction, the DEDC framework
can still be generalized directly to tasks that are
already supported by samples. For extra settings,
counter-intuitive symbolic names can be easily gen-
eralized to any task, while the generalization of
compositional gaps requires consideration of which
combinatorial pattern on the task is of concern. Fur-
thermore, other additional settings are still to be
explored.
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Name & Format

Meaning

fO (view, column, value) — view

the subview of view where values under the column are
greater than value (filter_gt)

f1 (view, column, k) — view

the subview of view where values under the column are in
the top k (top_k)

f2 (view, columnl, column2) — view

the subview of view where values under the columnl are
greater than values under column?2 (filter_gt_c)

f3 (view, column, k) — value

the kth-max value under the column in the view (kth_max)

f4 (view, column) — value

the sum of values under the column in the view (sum)

f5 (view) — value

the number of rows in the view (count)

f6 (view, column, k) — row

the row with the kth-max value under the column in the view
(kth_argmax)

f7 (row, column) — value

the value of the column in the row (hop)

f8 (valuel, value2) — value

valuel + value2 (add)

f9 (column, value) — column

The column in which all values increase by value (add_c)

Table 6: The primitives used in the DEDC framework.

B.3 Human Capabilities

Persons familiar with programming are expected to
accomplish the task described in this work simply
by following the methodology of (1) completing
the decomposition based on the indication of the
position of the parameters, (2) utilizing familiar-
ity with the functions to complete the composi-
tion and cope with the compositional gaps, and (3)
for counter-intuitive symbolic names, mapping the
names to the normal names first, and reflecting the
mappings after the processing is complete. How-
ever, we are currently unable to conduct large-scale
human experiments to determine human capabili-
ties on this task. There is also a lack of effective
means to explore the similarities and differences
between LLMs and humans in processing this task.
Human-related investigations from a cognitive per-
spective are still to be explored.
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Attr / Func

String

link_scope

"among"

leaf_scope( )

"the items that satisfy its {self.h} is greater than {self.val} among all

0 . "
items
scope(val=self.val) "the items that satisfy its {self.h} is greater than {val}"
question(val=self.val) | "which items satisfy its {self.h} is greater than {val}"
link_scope "among"

f1 leaf_scope( ) "the largest {self.k} items for {self.h} among all items"
scope( ) "the largest {self.k} items for {self.h}"
question( ) "which are the largest {self.k} items for {self.h}"
link_scope "among"

0 leaf_scope( ) "the items that satisfy its {self.h} is greater than its {self.col} among

all items"
scope(val=self.col) "the items that satisfy its {self.h} is greater than {val}"
question(val=self.col) | "which items satisfy its {self.h} is greater than {val}"
link_scope "of"

3 leaf_value( ) "the {self.order} largest {self.h} of all items"
value( ) "the {self.order} largest {self.h}"
question( ) "what is the {self.order} largest {self.h}"
link_scope "of"

1 leaf_value( ) "the sum of {self.h} of all items"
value( ) "the sum of {self.h}"
question( ) "what is the sum of {self.h}"
link_scope "of"
leaf_value( ) "the number of all items"

5
value() "the number"
question( ) "what is the number"
link_scope "among"

6 leaf_value( ) "the item that has the {self.order} largest {self.h} among all items"
value( ) "the item that has {self.order} largest {self.h}"
question( ) "which item has the {self.order} largest {self.h}"
link_scope "of"

7 leaf_value( ) "the {self.h} of {self.row}"
value( ) "the {self.h}"
question( ) "what is the {self.h}"

3 value "{val} plus {val2}"
(val, val2=self.val2)
question "what is {val} plus {val2}"
(val, val2=self.val2)

9 leaf_value( ) "its {self.h} plus {self.val}"

value(val=self.val)

"its {self.h} plus {val}"

Table 7: Classes for each primitive. Attributes are without parentheses, functions are with parentheses, and
arguments with an equal sign mean that the value to the right of the equal sign is used by default. Values starting
with "self." are randomly generated parameters within the class.

1782



Type Template

0-AAA q = "Among {fl.scope( )} {fl.link_scope} {fO.leaf scope( )}, {f3.question( )}
{f3.link_scope} {f2.scope( )} among them?"

0-AAB v ="{f2.value( )} {f2.link_scope} {fl.scope( )} {f1.link_scope} {fO.leaf_scope( )}"
q = "Among all items, {f3.question(val=v)}?"

0-ABA v ="{fl.value( )} {f1.link_scope} {fO.leaf_scope( )}"

q = "{f3.link_scope} {f2.scope(val=v)}, {f3.question( )}?"

0-ABB vl ="{fl.value( )} {fl.link_scope} {f0.leaf_scope()}"

v2 = "{f2.value(val=vl)}"

g = "Among all items, {f3.question(val=v2)}?"

0-BAA q = "Among {fl.scope(val=f0.leaf_value( ))}, {f3.question( )} {f3.link_scope}
{f2.scope( )} among them?"

0-BAB v ="{f2.value( )} {f2.link_scope} {fl.scope(val=f0.leaf_value( ))}"

g = "Among all items, {f3.question(val=v)}?"

0-BBA v = "{fl.value(val=f0.leaf value( ))}"

q = "{f3.link_scope} {f2.scope(val=v)}, {f3.question( )}?"

0-BBB q = "Among all items, {f3.question(val=f2.value(val=f1.value(val=f0.leaf_value(
I

1-ABA q = "Among {f0.leaf_scope( )}, {f3.question( )} {f3.link_scope}
{f2.scope(val=fl.leaf _value())}?"

1-BBB g = "Among all items, {f3.question(val=f2.value(val=f0.leaf_value( ),
val2=f1.leaf_value( )))}?"

2-AAB q = "Among {fl.scope( )} {fl.link_scope} {f0.leaf_scope( )},
{f3.question(val=f2.leaf_value( ))}?"

2-ABA v ="{fl.value( )} {fl.link_scope} {f0.leaf_scope( )}"

q = "Among {f2.leaf_scope( )}, {f3.question(val=v)}?"

2-ABB v ="{fl.value( )} {f1.link_scope} {fO.leaf_scope( )}"

q = "{f3.question(val=v, val2=f2.leaf_value( ))}?"

2-BBA v = "{fl.value(val=f0.leaf value( ))}"

q = "Among {f2.leaf_scope()}, {f3.question(val=v)}?"

3-AAB v ="{f2.value( )} {f2.link_scope} group A"

q = "Assuming that group A contains {f0.leaf_scope( )}, {f3.question(val=v)}
{f3.link_scope} {fl.scope( )} among group A?"

3-ABB vl ="{fl.value( )} {fl.link_scope} them"

v2 ="{f2.value( )} {f2.link_scope} them"

q = "Among {f0.leaf_scope( )}, {f3.question(val=vl1, val2=v2)}?"

4-AAB v ="{f2.value( )} {f2.link_scope} them"

q="Among {fl.scope()} {fl.link_scope} {fO.leaf_scope()}, {f3.question(val=v)}?"
5-ABA v ="{fl.value( )} {f1.link_scope} them"

q = "Among {f0.leaf_scope( )}, {f3.question( )} {f3.link_scope} {f2.scope(val=v)}
among them?"

Table 8: Question generation templates for different types of schemes. The first number of the type is the number
of the base graph (0 to 5 in left-to-right order in Figure 2). The nodes in the graph are labeled O to 3 in order from
bottom to top and from left to right at the same height. The letter in the type represents the type of the node, with A
referring to nodes with the scope function and B referring to nodes with the value function.
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