
Proceedings of the 2025 Conference of the Nations of the Americas Chapter of the Association for Computational Linguistics: Human Language Technologies
(Volume 1: Long Papers), pages 1412–1432

April 29 - May 4, 2025 ©2025 Association for Computational Linguistics

Can LLMs Convert Graphs to Text-Attributed Graphs?

Zehong Wang1, Sidney Liu1, Zheyuan Zhang1, Tianyi Ma1,
Chuxu Zhang2, and Yanfang Ye1*,

1University of Notre Dame, Indiana, USA
2University of Connecticut, Connecticut, USA

{zwang43, sliu34, zzhang42, tma2, yye7}@nd.edu, chuxu.zhang@uconn.edu
*Corresponding Author

Abstract

Graphs are ubiquitous structures found in nu-
merous real-world applications, such as drug
discovery, recommender systems, and social
network analysis. To model graph-structured
data, graph neural networks (GNNs) have be-
come a popular tool. However, existing GNN
architectures encounter challenges in cross-
graph learning where multiple graphs have dif-
ferent feature spaces. To address this, recent
approaches introduce text-attributed graphs
(TAGs), where each node is associated with
a textual description, which can be projected
into a unified feature space using textual en-
coders. While promising, this method relies
heavily on the availability of text-attributed
graph data, which is difficult to obtain in
practice. To bridge this gap, we propose a
novel method named Topology-Aware Node
description Synthesis (TANS), leveraging large
language models (LLMs) to convert existing
graphs into text-attributed graphs. The key
idea is to integrate topological information
into LLMs to explain how graph topology in-
fluences node semantics. We evaluate our
TANS on text-rich, text-limited, and text-free
graphs, demonstrating its applicability. No-
tably, on text-free graphs, our method signif-
icantly outperforms existing approaches that
manually design node features, showcasing the
potential of LLMs for preprocessing graph-
structured data in the absence of textual infor-
mation. The code and data are available at
https://github.com/Zehong-Wang/TANS.

1 Introduction

Graph-structured data are prevalent in many real-
world domains, including chemistry (Zhao et al.,
2023), social networks (Zhang et al., 2024a), and
recommendation systems (Zhang et al., 2024b).
Graph neural networks (GNNs) (Kipf and Welling,
2017; Hamilton et al., 2017; Veličković et al.,
2018; Gilmer et al., 2017; Wang et al., 2023) have
emerged as powerful tools for processing such data
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Figure 1: (a) A single GNN model struggles to handle
graphs with different feature spaces. (b) Using a textual
encoder to align feature spaces across text-attributed
graphs (TAGs) facilitates cross-graph learning. (c) How-
ever, collecting TAGs is often highly challenging in
practice. In this paper, we propose a method to over-
come this limitation by automatically generating textual
descriptions for nodes in the graph.

by learning node representations that capture both
the structural and attributed properties of graphs.
In each GNN layer, the model first applies a linear
transformation to project the input node features or
previous layer embeddings into a new space. Then,
through message passing (Gilmer et al., 2017), the
model aggregates information from neighboring
nodes to update node embeddings.

Although GNNs have shown remarkable success
across various applications, a significant limitation
is their inability to handle multiple graphs jointly,
especially when these graphs have different node
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feature dimensions (Liu et al., 2024a; Wang et al.,
2024c), as illustrated in Figure 1 (a). This is pri-
marily because the input dimension of message-
passing GNNs is fixed, making it challenging to
accommodate graphs with varying feature spaces.
In practice, many real-world graphs possess diverse
feature dimensions, preventing a single GNN from
being applied across multiple graphs. This limita-
tion poses a substantial barrier to deploying GNNs
in scenarios requiring cross-graph learning, such
as transfer learning (Wang et al., 2024d), domain
adaptation (Dai et al., 2022), out-of-distribution
detection (Li et al., 2022), and graph foundation
models (Wang et al., 2024c). Overcoming this chal-
lenge is crucial for extending the applicability of
GNNs to more complex real-world tasks.

To address the challenge of aligning node fea-
tures across multiple graphs, two main approaches
have been proposed. The first approach involves us-
ing singular value decomposition (SVD) (Yu et al.,
2024; Zhao et al., 2024) to decompose the origi-
nal node features of different graphs, aligning the
number of dimensions across graphs. However,
this method has two limitations: (1) SVD is only
applicable to graphs with node features, making it
ineffective for graphs that lack such features. (2)
While SVD aligns the feature dimensions, it does
not ensure that the semantic meaning of the fea-
tures is consistent across different graphs (Yu et al.,
2024). A different approach introduces the concept
of text-attributed graphs (TAGs) (Yan et al., 2023),
where each node is associated with a textual de-
scription. Researchers use textual encoders (Wang
et al., 2024c) to transform these descriptions into
textual embeddings, better aligning node features
across graphs and enabling a single GNN to handle
multiple graphs, as shown in Figure 1 (b). Com-
pared to SVD, this method provides more meaning-
ful feature alignment and can generalize to unseen
TAGs by simply processing the node descriptions
(Wang et al., 2024c). However, despite these ad-
vantages, TAGs face a significant limitation: the
collection of high-quality textual descriptions for
all nodes is often impractical, making it challeng-
ing to apply this method in real-world scenarios.

In this paper, we address the challenge of
collecting textual descriptions for feature align-
ment in TAGs. Inspired by the success of
LLMs in generating synthetic data (Tang et al.,
2023; Long et al., 2024), we propose a novel
method named Topology-Aware Node description
Synthesis (TANS) that leverages LLMs to automat-

ically generate node-level textual descriptions for
existing graph datasets (Tan et al., 2024), acting as
the first work towards this direction. TANS focuses
on the node classification task and uses the inherent
topological information (Bondy and Murty, 2008)
of each node to guide the LLMs in producing mean-
ingful textual descriptions that capture the role of
each node within the graph. Our method is versa-
tile, as it not only applies to graphs without textual
descriptions but also enhances graphs with existing
rich or limited textual data by generating more in-
formative descriptions. We evaluate our approach
on five diverse graph datasets, covering text-rich,
text-limited, and text-free scenarios, each with dis-
tinct scales and topologies. The experimental re-
sults demonstrate the effectiveness of our method,
showing superior performance in generating node
properties. Moreover, our approach is robust in
transfer learning and domain adaptation, further
showing the value of LLM-generated descriptions
in aligning node features across different graphs.

2 Backgrounds

Preliminary. We analyze why existing GNNs
struggle to handle multiple graphs with different
feature spaces. To understand this limitation, we
first review the message-passing process in GNNs.
Given a graph G = (V, E) with a node set V and
edge set E , where each node v ∈ V is associated
with a feature vector x ∈ Rd, a GNN encoder ϕ
takes the graph as input and learns node embed-
dings Z = ϕ(V, E) through message passing. A
typical GNN layer is defined as follows:

z
(l)
i = σ

(
W1z

(l−1)
i +

W2

|N (i)|
( ∑

j∈N (i)

z
(l−1)
j

))
,

where N (i) denotes the neighbors of node i, |N (i)|
is the number of neighbors, z(l) is the node embed-
ding at layer l, and W1,W2 are learnable weight
matrices. In the first layer, the model applies a
linear transformation to project the input node fea-
tures, meaning the dimensions of the transforma-
tion matrix are fixed based on the input features.

This fixed dimensionality presents a key chal-
lenge: when a new graph with different feature
dimensions is introduced, the same transformation
matrix cannot be used, as it does not accommodate
the differing input size. This inherent mismatch is
the core reason why a single GNN model cannot
effectively handle multiple graphs with different
feature spaces.
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Figure 2: The framework of our topology-aware node description synthesis (TANS).

Related Works. We present the most relevant
works on feature alignment for graphs in this sec-
tion, with additional references available in Ap-
pendix A. A common approach is to apply SVD
to decompose node features across graphs into a
shared feature space (Yu et al., 2024; Zhao et al.,
2024). However, SVD struggles to ensure fine-
grained feature alignment, especially across differ-
ent graphs. To address this, some methods design
advanced GNN models that learn projectors for
different graphs (Zhao et al., 2024), but these ap-
proaches fail to generalize to unseen graphs (Yu
et al., 2024). TAG-based methods (Liu et al., 2024a;
Wang et al., 2024c) align features by encoding node
textual descriptions using textual encoders. Yet, as
noted by Chen et al. (2024b), these embeddings can
still reside in different subspaces, limiting their ef-
fectiveness. To mitigate this, some works leverage
LLMs to generate additional node descriptions for
better feature alignment. For instance, TAPE (He
et al., 2024) uses LLMs to infer node classes and
augment original texts with generated explanations.
KEA (Chen et al., 2024a) enhances node embed-
dings by explaining key terminologies from the
original descriptions. However, both methods rely
on existing text and cannot handle graphs without
textual data.

3 Method: TANS

The core idea behind TANS is to leverage topologi-
cal information as auxiliary knowledge to enhance
LLM-generated descriptions for each node. Our
method is versatile, applying not only to graphs
without textual descriptions but also improving the
quality of graphs with existing textual data.
Challenges. We identify two key challenges in
developing TANS: (1) How to identify the most rel-
evant topological information for describing each
node? (2) How to effectively integrate LLMs to
interpret and utilize this topological information?
Overview. The framework of TANS is illustrated
in Figure 2, and it consists of four main steps: (1)

TAPE KEA TANS

Text-Rich Graph
√ √ √

Text-Limit Graph - -
√

Text-Free Graph - -
√

Table 1: The comparison between our TANS and two
most relevant baselines.

Compute topological properties for each node, (2)
Use these properties to generate basic node descrip-
tions, (3) Leverage LLMs to predict node roles and
explain the reasoning behind these predictions, and
(4) Treat the LLM-generated output as the final
node descriptions. Before detailing each step, we
first present relevant use cases to demonstrate the
practicality of our method.

3.1 Application Scenarios

We define three types of graphs based on the
amount of textual information associated with each
node: text-rich, text-limit, and text-free graphs.
TANS is designed to handle all of these scenar-
ios, while the most relevant baselines, TAPE and
KEA, are limited to specific cases, as shown in
Table 1.
Text-Rich Graphs. Each node contains abundant
textual descriptions that provide sufficient infor-
mation for downstream tasks. While TAPE and
KEA perform well in this scenario, TANS further
enhances the node descriptions by incorporating
topological information.
Text-Limit Graphs. Nodes have only sparse tex-
tual descriptions, which may lack sufficient detail
for downstream tasks. TANS supplements this lim-
ited information with topological knowledge, mak-
ing it more effective than baselines.
Text-Free Graphs. No textual descriptions are
available for nodes, leaving topological informa-
tion as the only resource for downstream tasks.
TANS excels in this scenario, where other methods
are not applicable.
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3.2 Step 1: Graph Properties

To balance effectiveness in describing node-level
characteristics and computational efficiency, we
select the following five graph properties.
Degree Centrality. This property measures the
number of directly connected nodes for a target
node, capturing its localized importance or influ-
ence (Zhang and Luo, 2017). It helps LLMs deter-
mine whether a node is central or peripheral within
the graph:

CD(v) = deg(v) = |N (v)|,

where deg indicates the node degree.
Betweenness Centrality. This property measures
how frequently a node lies on the shortest paths
between other nodes, highlighting its role in facili-
tating communication or information flow within
the graph (Zhang and Luo, 2017). This helps LLMs
to identify nodes that act as key intermediaries for
generating more informative descriptions:

CB(v) =
∑

s ̸=v ̸=t∈V

σst(v)

σst
,

where σst is the total number of shortest paths from
node s to node t, and σst(v) is the number of those
paths that pass through v (excluding endpoints).
Closeness Centrality. This property measures how
close a node is to all other nodes in the graph by cal-
culating the average distance from a given node to
every other node. It reflects the node’s global cen-
trality and how efficiently information can spread
from it across the graph (Zhang and Luo, 2017).
Thus, it helps LLMs to capture the global influence
of nodes:

CC(v) =
N − 1∑

v∈V,u̸=v d(u, v)
,

where N is the number of nodes, and d(u, v) is the
shortest distance between nodes u and v.
Clustering Coefficient. This property measures
the likelihood that a node’s neighbors are also con-
nected to each other, indicating the formation of
triangle-like structures in the graph. It provides
LLMs with insights into the local transitivity of
the network (Saramäki et al., 2007), which is cru-
cial for understanding the cohesiveness of a node’s
neighborhood:

Ctri =
2T (v)

deg(v)(deg(v)− 1)
,

where T (v) is the number of triangles that include
node v, and deg(v)(deg(v)−1) represents the max-
imum possible number of triangles around node v.
A value of Ctri = 1 indicates that all of neighboring
nodes are fully connected, while Ctri = 0 suggests
that the node is isolated in its neighborhood.
Square Clustering Coefficient. Similar to the clus-
tering coefficient, this property measures the ten-
dency of nodes to form square-like structures rather
than triangle-like ones. By capturing more complex
interactions among nodes, it provides LLMs with a
deeper understanding of the correlations within a
node’s neighborhood (Zhang et al., 2008).

3.3 Step 2: Generate Basic Node Descriptions
We generate basic node descriptions using the com-
puted node properties, which are then fed into
LLMs for inference. These descriptions are com-
posed of four components, as shown in Table 2.
Prompt 1: Prefix. This part provides basic infor-
mation about the graph, including its type and the
type of nodes, helping LLMs detect key properties
and interpret the following content more effectively.
For example, in citation graphs, the LLMs might
prioritize textual descriptions since they provide
rich information about papers (He et al., 2024). In
contrast, in social networks, topological features
like the clustering coefficient or degree centrality
may be more relevant (Zhang and Luo, 2017), re-
flecting close friendships or node popularity, re-
spectively.
Prompt 2: (Optional) Node Text. This compo-
nent incorporates the original node textual descrip-
tions (if applicable), enabling the method to handle
graphs that have inherent textual data. It also helps
capture neighborhood information more effectively
when describing the target node.
Prompt 3: (Optional) Neighbor Text. This com-
ponent stores the textual descriptions of neighbor-
ing nodes. We randomly select k = 5 neighbors
to provide additional context. This is especially
important for text-limited graphs, where original
descriptions may be insufficient, and 1-hop neigh-
borhood information has proven to be informative
(Han et al., 2023; Ju et al., 2024), as supported by
our experimental results in Table 9.
Prompt 4: Node Property. This component ap-
pends the pre-processed node properties to the
prompt. Unlike methods that input the entire graph
for inference (Guo et al., 2023; Wang et al., 2024a),
our approach explicitly injects topological knowl-
edge into the LLMs, making them more control-
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Step 2: Generate Basic Node Descriptions

Prefix Given a node from a {Graph Type} graph, where the node type is {Node Type} with
{Node Number} nodes, and the edge type is {Edge Type} with {Edge Number} edges.

Node Text (Optional) The original node description is {Original Textual Descriptions}.

Neighbor Text (Optional) The following are the textual information of {k} connected nodes. The
descriptions are: {Textual Descriptions of Selected Neighborhoods}.

Node Property The value of {Node Property} is {Value of The Given Property}, ranked as {Rank
of The Node}% among {Node Number} nodes.

Step 3: Prompting LLMs

Suffix Output the potential {k} classes of the node and provide reasons for your
assessment. The classes include {Classes of Nodes}. Your answer should be less
than 200 words.

Table 2: Prompt templates.

lable. We also provide the ranking of nodes based
on these properties, ensuring that the LLMs better
understand their relative importance.

3.4 Step 3: Prompting LLMs

The basic node descriptions from the previous step
are fed into an LLM for inference. To ensure robust-
ness and transferability, we aim to generate descrip-
tions that are consistent across different graphs, so
that the resulting textual embeddings remain close
in the feature space. In our experiment, we use the
public GPT-4o-mini interface for prompting.

Prompt 5: Suffix. To achieve this, we avoid out-
putting overly specific or uninterpretable knowl-
edge. Instead, we aim for general descriptions by
providing the potential node classes and having the
LLM analyze the correlation between the basic de-
scriptions and these classes, generating the top-k
predictions along with corresponding explanations.
The specific prompt format is shown in Table 2.
If the number of classes exceeds 3, we set k = 3;
otherwise, k is set to 1.

3.5 Step 4: Explanations

We use the LLM-generated output as the final node
descriptions, which explain why a node likely be-
longs to certain classes. For text-rich and text-
limited graphs, we append the generated descrip-
tions to the original text and then use a textual
encoder to produce the node embeddings. For text-
free graphs, the generated text serves as the node
description, and we similarly apply a textual en-
coder for embedding.

Nodes Edges Classes Graph Types

Cora 2,708 10,556 7 Text-rich / -limit
Pubmed 19.717 88,648 3 Text-rich / -limit

USA 1,190 28,388 4 Text-free
Europe 399 12,385 4 Text-free
Brazil 131 2,137 4 Text-free

Table 3: The statistics of datasets.

4 Experiments

4.1 Experimental Setup

Dataset. We use five graph-structured datasets in
our experiments: Cora, Pubmed, USA, Europe, and
Brazil, with statistics provided in Table 3. Cora
and Pubmed are citation networks (He et al., 2024),
where nodes represent papers and edges represent
citations. Each node contains paper titles and ab-
stracts, and the classes correspond to paper types.
These graphs can be either text-rich (using both ti-
tles and abstracts) or text-limited (using only titles
or abstracts). USA, Europe, and Brazil are text-
free airport datasets (Ribeiro et al., 2017), where
nodes represent airports and edges represent flight
connections. The goal is to classify airports based
on their activity levels.
Baselines. We compare several feature alignment
methods. For graphs with textual descriptions,
the primary baselines are TAPE (He et al., 2024)
and KEA (Chen et al., 2024a), as discussed in re-
lated works. In our experiments, we append the
generated texts to the original node descriptions
rather than using their original, more complex train-
ing paradigms, as our focus is on aligning feature
spaces across graphs for cross-graph learning. We
also evaluate models that rely solely on original
textual descriptions or node features. For text-free
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Low-Label High-Label

GCN GAT MLP Avg. GCN GAT MLP Avg.
Co

ra

Raw Feat. 78.39 ± 1.69 79.31 ± 1.70 66.18 ± 4.95 74.63 83.10 ± 1.69 82.45 ± 1.23 64.56 ± 1.95 76.70

Raw Text 79.19 ± 1.63 80.09 ± 1.57 70.55 ± 1.40 76.61 87.45 ± 1.15 85.72 ± 1.47 78.95 ± 1.45 84.04
+ TAPE 79.64 ± 1.36 80.28 ± 1.37 70.97 ± 2.02 76.96 87.69 ± 1.34 86.21 ± 1.33 80.07 ± 1.72 84.66
+ KEA 80.08 ± 1.71 79.80 ± 1.58 70.72 ± 1.51 76.87 87.94 ± 1.28 86.58 ± 1.10 79.90 ± 1.83 84.81

+ TANS 81.26 ± 1.48 81.08 ± 1.62 72.47 ± 1.96 78.27 88.91 ± 1.57 88.23 ± 1.26 81.44 ± 1.42 86.19

Pu
bm

ed

Raw Feat. 75.39 ± 1.51 74.59 ± 1.36 68.01 ± 1.99 72.66 84.10 ± 0.55 84.31 ± 0.66 80.56 ± 0.30 82.99

Raw Text 76.97 ± 1.95 75.50 ± 2.03 70.78 ± 2.00 74.42 87.49 ± 0.54 87.20 ± 0.51 82.58 ± 0.38 85.76
+ TAPE 76.50 ± 3.27 75.30 ± 1.92 71.06 ± 2.13 74.29 88.21 ± 0.62 87.80 ± 0.48 83.98 ± 0.59 86.66
+ KEA 76.88 ± 1.73 75.74 ± 2.06 71.32 ± 2.51 74.65 88.10 ± 0.49 87.77 ± 0.50 85.33 ± 0.41 87.07

+ TANS 78.01 ± 2.26 76.99 ± 2.02 73.64 ± 2.59 76.21 88.96 ± 0.39 87.98 ± 0.48 88.84 ± 0.43 88.59

Table 4: Results on text-rich citation graphs.

Low-Label High-Label

Europe USA Brazil Avg. Europe USA Brazil Avg.

Raw Feat. (One-Hot) 51.89 ± 2.75 52.74 ± 2.25 65.15 ± 15.93 56.59 54.61 ± 5.91 60.88 ± 3.83 49.88 ± 11.50 55.12

Node Degree 54.69 ± 3.35 59.93 ± 2.21 71.82 ± 12.28 62.15 55.72 ± 5.12 64.36 ± 3.18 63.83 ± 9.35 61.30
Eigenvector 55.80 ± 2.47 57.72 ± 2.19 62.42 ± 13.83 58.65 58.15 ± 4.51 63.66 ± 2.88 65.06 ± 8.95 62.29
Random Walk 56.70 ± 2.47 56.11 ± 2.11 69.70 ± 14.34 60.84 55.71 ± 4.01 62.80 ± 3.01 68.40 ± 9.65 62.30

TANS 56.87 ± 3.14 61.08 ± 2.71 80.61 ± 12.14 66.19 56.05 ± 5.48 65.32 ± 3.16 71.60 ± 10.66 64.32

Table 5: Results on text-free airport graphs with GCN backbone.

graphs, where TAPE and KEA are not applicable,
we compare against methods that generate node fea-
tures from graph topologies, such as Node Degree
(Ribeiro et al., 2017), Eigenvector (Dwivedi et al.,
2023), and Random Walk (Dwivedi et al., 2022).
For these methods, we set the number of feature
dimensions to 32, which we found empirically to
provide good performance.
Evaluation Protocol. We run each experiment 30
times with different random seeds to reduce the
impact of randomness. The node classification re-
sults are reported on the test set, using the model
that performs best on the validation set. We use
accuracy as the evaluation metric and employ GCN
(Kipf and Welling, 2017), GAT (Veličković et al.,
2018), and MLP as backbone models. For the tex-
tual encoder, we follow (Chen et al., 2024b) to use
MiniLM (Wang et al., 2020) otherwise specifically
indicated. The hyper-parameters are presented in
Appendix B.1.

4.2 Single-Graph Learning

Setting. We evaluate model performance by train-
ing from scratch, following the settings from (Chen
et al., 2024a). Two evaluation settings are used:
low-labeling and high-labeling. In the low-label
setting, we randomly select 20 nodes per class for
training, 30 nodes per class for validation, and use

the remaining nodes for testing. For the smaller
Brazil dataset, we use 10 nodes per class for train-
ing and 20 for validation. In the high-label setting,
we randomly split the nodes into 60%/20%/20%
for training, validation, and testing.

Text-Rich Graphs. Table 4 presents the perfor-
mance of our models on Cora and Pubmed under
low-label and high-label settings, using GCN, GAT,
and MLP backbones. The results show that node
features generated by advanced textual encoders
outperform the original features. While methods
like KEA and TAPE improve performance with ad-
ditional textual information, our approach achieves
superior results. This is likely due to the incorpo-
ration of graph topological properties, which pro-
vide a deeper understanding of node roles within
the graph. Notably, our method shows the largest
improvement with MLPs, demonstrating the advan-
tage of using topological information to enhance
node feature quality.

Text-Limit Graphs. Table 7 shows the perfor-
mance of our models in the text-limit setting us-
ing the GCN backbone under low-label conditions.
Since TAPE and KEA cannot be applied here, we
compare the performance of (1) using only titles,
(2) using only abstracts, and (3) using titles com-
bined with our method. As expected, the perfor-
mance in the text-limit setting is lower than in the
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Source → USA Europe Brazil

Target → Europe Brazil USA Brazil USA Europe Avg.

Raw Feat. (One-Hot) - - - - - - -
+ SVD 30.55 ± 4.61 34.23 ± 5.19 45.90 ± 3.90 57.21 ± 5.30 24.95 ± 3.19 45.48 ± 2.58 39.72

Node Degree 46.61 ± 1.54 52.29 ± 3.91 53.40 ± 1.09 66.76 ± 3.85 54.35 ± 2.22 51.85 ± 2.14 54.21
Eigenvector 37.73 ± 3.08 32.79 ± 4.49 50.12 ± 1.76 61.49 ± 4.33 25.43 ± 0.98 50.96 ± 4.42 43.09
Random Walk 48.79 ± 2.60 58.13 ± 3.38 49.45 ± 1.59 62.38 ± 5.98 44.82 ± 1.65 52.71 ± 2.09 52.71

TANS 50.99 ± 3.31 67.17 ± 4.68 51.88 ± 2.82 71.59 ± 3.97 54.96 ± 1.80 53.79 ± 2.15 58.40

Table 6: Domain adaptation results on text-free airport graphs.

Node Text → Title Abstract Title + TANS

Co
ra

GCN 79.06 ± 1.68 77.89 ± 2.26 79.94 ± 1.62
GAT 77.89 ± 1.64 56.59 ± 8.49 80.34 ± 1.25
MLP 57.42 ± 2.46 49.15 ± 3.92 68.35 ± 1.85

Avg. 71.46 61.21 76.21

Pu
bm
ed

GCN 75.17 ± 2.09 77.20 ± 2.04 81.40 ± 2.03
GAT 74.43 ± 2.46 76.81 ± 2.51 80.03 ± 1.68
MLP 66.31 ± 2.73 72.26 ± 2.42 76.33 ± 2.65

Avg. 71.97 75.42 79.25

Table 7: Results on text-limit citation graphs.

text-rich setting. However, our method improves
performance by about 5% on average compared to
the best baselines, highlighting the effectiveness
of incorporating topological properties to enhance
node descriptions in graphs with limited text.
Text-Free Graphs. We report model performance
on USA, Europe, and Brazil using the GCN back-
bone in Table 5 and the MLP backbone in Table
15. Our method significantly outperforms existing
approaches that use graph properties to generate
node features. We attribute this improvement to
two factors: (1) Our method utilizes a larger set of
graph topological properties, which better describe
node characteristics, and (2) LLMs analyze the rela-
tionship between the prompts and potential classes,
where LLM’s inherent knowledge helps infer node
classes based on the provided textual descriptions,
offering additional information. These results high-
light the potential of our method to generate ef-
fective node descriptions even for graphs without
initial textual data, enabling a unified model to pro-
cess multiple graphs.

4.3 Cross-Graph Learning
Setting. We consider two cross-graph learning
settings: domain adaptation and pretrain & fine-
tune. In domain adaptation, we train the model on
a source graph and evaluate its performance on a
target graph, with 20% of the data used for valida-
tion and 80% for testing. For pretrain & finetune,
we pretrain the model on the source graph and fine-

Cora→ Pubmed Pubmed→ Cora

Raw Feat. - -
+ SVD 70.39 ± 6.12 70.48 ± 3.71

Raw Text 75.77 ± 2.96 79.62 ± 2.04
+ TAPE 75.60 ± 2.39 79.25 ± 2.06
+ KEA 75.25 ± 2.50 79.59 ± 1.61

+ TANS 76.14 ± 2.28 80.05 ± 1.74

Table 8: Transfer learning results on citation networks.

tune it on the target graph using the high-label set-
ting described in the previous section. Additional
details for both settings are provided in Appendix
B.3 and Appendix B.2, respectively.
Pretrain & Finetune. In this setting, we use text-
rich Cora and Pubmed, with results shown in Table
8. The table shows that simply applying SVD to
the original node features results in significantly
lower performance. Additionally, existing meth-
ods perform poorly in the transfer learning setting,
sometimes even worse than using the original tex-
tual descriptions. This may be due to the excess
information provided by the generated text, which
limits generalization and obscures shared patterns
across graphs. In contrast, our TANS incorporates
topological information to generate node descrip-
tions, proving more robust in transfer learning. One
possible reason is that the topological properties
capture shared structures across citation networks,
leading to more reliable text generation1.
Domain Adaptation. The results for domain adap-
tation across the text-free graphs USA, Brazil, and
Europe are presented in Table 6, using GCN as
the backbone. Our method achieves the highest
average performance of 58.40, significantly outper-
forming the second-best result of 54.21. Addition-
ally, it achieves the best performance on 5 out of 6

1Although we observe negative transfer in some experi-
ments, this is a common issue in graph learning (Wang et al.,
2024d) and beyond the scope of this paper, as our focus is
on demonstrating the potential of using LLMs for feature
alignment in cross-graph training.
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Text-Rich Text-Limit

Raw Text 76.61 71.46

+ TANS w.o. neighbors 77.54 72.92
+ TANS 78.27 76.21

Table 9: Ablation results without neighborhood infor-
mation in generating node descriptions. We report the
average performance across three backbones on Cora in
low-label setting. Full results are provided in Table 16.

Methods Raw Text TAPE KEA TANS

Avg. Results 80.11 80.50 80.57 81.22

Table 10: Average performance of four textual encoders
on the text-rich Cora dataset with low-label setting and
GCN backbone. Full results are provided in Table 17.

datasets. These results demonstrate that our method
generates reliable textual descriptions for nodes in
text-free graphs, outperforming approaches that
focus on individual topological properties. The
generated texts also exhibit some transferability,
highlighting the potential generalization capability
of our approach.

4.4 Ablation Study
Prompts in Generating Node Descriptions. We
analyze the impact of different prompt components,
specifically focusing on the role of neighboring
node textual information. When this information is
excluded, only node properties and optional node
descriptions are used. We conduct an ablation study
by creating a variant that omits the neighborhood
textual descriptions. The averaged results across
three backbones are shown in Table 9, with full re-
sults in Table 16. The results demonstrate that our
method improves performance on text-attributed
graphs, whether using both topological properties
and neighborhood descriptions or just topological
properties. Notably, on text-limited graphs, the in-
clusion of neighborhood information is crucial, as
the model’s performance drops from 76.21 to 72.92
when neighborhood descriptions are removed. This
highlights the importance of incorporating topolog-
ical and neighborhood information to enhance node
descriptions.
Textual Encoders. To evaluate the robustness of
the generated textual descriptions, we tested four
different textual encoders: MiniLM (Wang et al.,
2020), Albert (Lan et al., 2020), Roberta (Liu et al.,
2020), and MPNet (Song et al., 2020). The aver-
age performance on the text-rich Cora dataset with
a low-label setting and GCN backbone is shown

in Table 10, with full results in Table 17. Our
method consistently achieves the best performance,
demonstrating the robustness and high quality of
the generated textual descriptions.

5 Discussion

Expanding to More Graph-Related Tasks. In
our experiments, the proposed TANS achieves de-
sirable performance on node classification tasks for
citation and airport networks, demonstrating the po-
tential of LLMs in understanding node properties
based on graph topology. This success motivates us
to explore the potential of LLMs in understanding
edge and graph properties, extending our method
to edge-level and graph-level tasks. We plan to
investigate these extensions in future work.
Converting Basic Attributed Graphs. Our pro-
posed TANS converts existing graphs into text-
attributed graphs, facilitating feature alignment in
graph preprocessing. Although our focus is on
graphs classified by their associated textual de-
scriptions, we believe that attributed graphs, where
node features are generated through feature engi-
neering, can also be converted into text-attributed
graphs due to the inherent semantics of each fea-
ture dimension. For instance, Cora uses a 1433-
dimensional one-hot encoding, with each dimen-
sion corresponding to a keyword, and Pubmed uses
a 500-dimensional TF-IDF vector, where each di-
mension represents a keyword. By leveraging these
inherent semantics, we can convert original node
features into textual descriptions. Whether these
converted graphs are classified as text-rich or text-
limited will depend on the specific case. We plan
to explore this conversion process in future work.

6 Conclusion

In this work, we explore the ability of LLMs to
convert existing graphs to text-attributed graphs
by generating node descriptions in graphs, regard-
less of whether the graphs contain textual informa-
tion. Our proposed TANS enables LLMs to incor-
porate graph topological information when gener-
ating node descriptions, allowing for the alignment
of node features across graphs. Experimental re-
sults demonstrate the superiority of our method
across text-rich, text-limited, and text-free graphs
in training from the scratch, domain adaptation,
and transfer learning settings.
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Limitations

One limitation of our work is the exclusion of large-
scale graphs (with more than 100,000 nodes) from
our experiments. Applying TANS to such large
graphs is expensive, as generating textual descrip-
tions requires querying GPT for each node, which
significantly increases time and cost. This limi-
tation also restricted our ability to conduct more
extensive ablation studies on prompt design. How-
ever, the ablation studies we performed still provide
meaningful insights into how our method works,
and future work could explore more efficient tem-
plate designs to further optimize the process.

Additionally, we used GPT-4o-mini for querying,
which may have a lower capacity compared to GPT-
4o. Despite this, our experimental results were still
highly desirable. It remains uncertain whether GPT-
4o would significantly outperform GPT-4o-mini,
and further investigation into this aspect could be
part of future research.

Ethical Considerations

Our method serves as a tool for generating tex-
tual descriptions for graph-structured data using
LLMs. However, there is potential for the gener-
ated content to include biased or harmful informa-
tion. To mitigate this risk, more careful prompt
design, including clear instructions and guidelines,
can help steer the LLMs toward generating positive
and accurate content. Additionally, users must be
mindful of ethical concerns such as bias in the data
and ensure responsible use of the tool in different
applications.
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A More Related Works

Graph Neural Networks. Graph neural networks
(GNNs) (Liu et al., 2023; Wang et al., 2024b,e; Liu
et al., 2024b) are effective in various graph learn-
ing tasks by utilizing the message passing frame-
work. For example, GCN (Kipf and Welling, 2017)
leverages the Laplacian matrix for message passing,
MPNN (Gilmer et al., 2017) formally defines the
message passing framework, GraphSAGE (Hamil-
ton et al., 2017) extends it to inductive learning,
and GAT (Veličković et al., 2018) introduces at-
tention mechanisms. Further works (Wang et al.,
2019, 2023; Zhang et al., 2024a) have extended
message passing to various graph types and appli-
cations. However, a key limitation of message pass-
ing GNNs is their inability to handle graphs with
different feature spaces (Liu et al., 2024a; Wang
et al., 2024c), highlighting the need for effective
feature alignment methods across graphs.
Manually Designed Node Features. Another ap-
proach involves manually designing node features
using topological information. For example, node
degrees can be represented using one-hot encoding
to describe node properties (Ribeiro et al., 2017).
Additionally, methods such as the eigenvector of
the graph Laplacian or random walk-based tech-
niques like node2vec (Grover and Leskovec, 2016)
can be used to generate node embeddings based
solely on topological properties.

B Experimental Setting

B.1 Hyper-parameters
We follow the hyper-parameters described in Ap-
pendix B.2 of Chen et al. (2024a) and perform 500
runs of hyper-parameter tuning using a Bayesian
searcher for each method, reporting the best per-
formance. We set the number of attention heads
to 1 without searching this parameter. The hyper-
parameters we searched are listed in Table 11. The
parameters we used in our model are presented in
Table 12, 13, and 14.

B.2 Pretrain & Finetune Setting
In the transfer learning setting, the original node
features of Cora (1,433 dimensions) and Pubmed
(500 dimensions) cannot be directly used, as a sin-
gle GNN cannot handle graphs with different fea-
ture dimensions. However, by using LLMs to en-
code the textual descriptions of nodes, we can natu-
rally align the node features across different graphs.
In this setting, we analyze the transfer learning
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Hyper-parameters Values

Hidden Dimension {8, 16, 32, 64, 128, 256}
Number of Layers {1, 2, 3}
Normalize {none, batchnorm}
Learning Rate {5e-2, 1e-2, 5e-3, 1e-3}
Weight Decay {0.0, 5e-5, 1e-4, 5e-4}
Dropout {0.0, 0.1, 0.5, 0.8}

Table 11: The hyper-parameters we searched.

performance on these datasets in the text-rich low-
label scenario. The key difference from basic learn-
ing, where a model is trained from scratch, is that
we use a pretrained model to initialize the param-
eters. During pretraining, we fix the number of
epochs to 100 and the learning rate to 0.001.

B.3 Domain Adaptation Setting

Our proposed method converts basic graphs into
text-attributed graphs, enabling the alignment of
feature spaces across graphs. We evaluate our
method in a classic cross-graph learning setting:
domain adaptation. Domain adaptation transfers
knowledge from a source graph to a target graph
without fine-tuning, meaning the model is pre-
trained on the source graph and directly applied for
inference on the target graph. In our experiments,
we use the source graph for training, with 20% of
the nodes in the target graph randomly selected for
validation and the remaining 80% for testing. We
evaluate our approach using three text-free airport
graphs—USA, Brazil, and Europe—due to their
aligned label spaces.

C Additional Experimental Results

Additional experimental results are provided as
follows. Table 15 presents the results using the
MLP encoder on text-free graphs. The complete
ablation study results are shown in Table 16, and
the full results for different textual encoders are
presented in Table 17.

D Additional Ablation Studies

D.1 Advanced Encoder

We also compare our methods to TAPE and KEA
on an advanced graph encoder, OFA (Liu et al.,
2024a). OFA proposes a graph foundation model
that leverages LLMs to align node features across
graphs. This model does not generate additional
textual information. Instead, it employs a template-

based method to help language models better en-
code the original node text (e.g., "Feature node.
Node title: <paper title>, node abstract: <paper
abstract>, . . . "). We consider OFA as a "backbone"
model, similar to GCN, as it can serve as the base
encoder for TAG-based methods. We conducted ad-
ditional experiments on the low-label Cora dataset
(text-rich graph), using OFA as the backbone, as
shown in Table 18. It is worth noting that OFA’s per-
formance is lower than GCN’s, which is likely be-
cause OFA is designed for handling cross-domain
and cross-task graphs, whereas GCN is optimized
for solving single tasks individually.

D.2 Impacts of Topological Information on
Prompt Design

We provide additional experimental results to
demonstrate how incorporating topological prop-
erties enhances model performance. In particular,
we simply remove the corresponding prompt to
analyze the impact of topologies. Using the Cora
dataset in the low-label setting, we evaluate both
text-rich and text-limited scenarios. As shown in
Table 19, removing topological information leads
to a drop in performance. Regarding the relative
importance of different topological properties, we
consider their significance may vary depending on
the dataset and graph type. For instance, in social
networks, properties like clustering coefficient may
be more important as they capture triangular pat-
terns that indicate strong friendship relationships.
Similarly, other graphs may favor different topolog-
ical patterns. To account for this variability, we aim
to provide a comprehensive set of topological fea-
tures, allowing the LLMs to automatically identify
and leverage the patterns that are most beneficial
for the specific dataset and task.

D.3 Impacts of Topological Information on
Node Features

It is possible to directly use topological properties,
such as degree, centrality, and clustering coeffi-
cients, as node features (or append them to the
original node features). However, this approach
is limited to single-graph training and cannot be
effectively extended to cross-graph training unless
the original node features are either aligned or ex-
cluded entirely.

We conducted additional experiments to com-
pare the effectiveness of using LLM-generated
node descriptions versus directly using topological
properties as features. These experiments include
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Dataset Graph Type # Dim # Layers Normalize Learning Rate Weight Decay Dropout

Cora Text-Rich 128 2 None 1e-3 1e-4 0.8
Pubmed Text-Rich 256 2 None 5e-3 0.0005 0.1
Cora Text-Limit 256 3 None 1e-3 5e-5 0.8

Pubmed Text-Limit 128 2 None 1e-3 5e-5 0.5
USA Text-Free 128 3 None 5e-2 1e-4 0.1

Brazil Text-Free 8 3 None 5e-3 1e-4 0.5
Europe Text-Free 256 2 None 1e-3 5e-5 0.5

Table 12: The hyper-parameters for our TANS in basic training setting (i.e., training from scratch).

Source Graph Target Graph Hidden Dim Num Layers Normalize Learning Rate Decay Dropout

USA Brazil 64 3 None 1e-2 5e-5 0
USA Europe 64 2 Batch 5e-3 1e-4 0.5

Brazil USA 8 3 Batch 1e-2 0 0.5
Brazil Europe 16 3 None 5e-2 1e-4 0

Europe USA 16 2 Batch 5e-3 1e-4 0.5
Europe Brazil 32 2 Batch 5e-3 0 0.8

Table 13: The hyper-parameters for our TANS in domain adaptation setting.

Dataset Graph Type Hidden Dim Num Layers Normalize Learning Rate Decay Dropout

Cora→ Pubmed Text-Rich 64 2 None 5e-2 1e-4 0.5
Pubmed→ Cora Text-Rich 32 2 None 1e-2 1e-4 0.1

Cora→ Pubmed Text-Limit 32 2 None 5e-3 0 0.5
Pubmed→ Cora Text-Limit 32 2 None 5e-3 0 0.1

Table 14: The hyper-parameters for our TANS in pretrain & finetune setting.

Low-Label High-Label

Europe USA Brazil Avg. Europe USA Brazil Avg.

Raw Feat. (One-Hot) 40.65 ± 6.30 25.29 ± 1.36 18.18 ± 1.30 28.04 25.31 ± 4.31 24.73 ± 1.96 23.58 ± 6.66 24.54

Node Degree 46.22 ± 3.65 36.08 ± 2.09 51.03 ± 14.49 44.44 45.64 ± 4.01 49.08 ± 3.18 32.84 ± 11.66 42.52
Eigenvector 44.56 ± 5.07 30.17 ± 1.88 40.91 ± 12.80 38.55 33.62 ± 7.48 33.59 ± 2.96 22.22 ± 7.65 29.81
Random Walk 44.49 ± 3.16 25.00 ± 0.09 49.39 ± 14.03 39.63 21.23 ± 3.88 23.70 ± 2.41 45.93 ± 8.41 30.29

TANS 46.77 ± 3.18 40.35 ± 2.26 52.42 ± 17.04 46.51 47.33 ± 4.80 46.25 ± 2.76 48.52 ± 7.43 47.37

Table 15: The results on text-free airport graphs with MLP backbone.

GCN GAT MLP Avg.

Text-Rich
Raw Text 79.19 ± 1.63 80.09 ± 1.57 70.55 ± 1.40 76.61

+ TANS w.o. neighbors 81.53 ± 1.47 80.71 ± 1.21 70.37 ± 1.96 77.54
+ TANS 81.26 ± 1.48 81.08 ± 1.62 72.47 ± 1.96 78.27

Text-Limited
Raw Text 79.06 ± 1.68 77.89 ± 1.64 57.42 ± 2.46 71.46

+ TANS w.o. neighbors 79.32 ± 1.61 78.64 ± 1.55 60.80 ± 2.05 72.92
+ TANS 79.94 ± 1.62 80.34 ± 1.25 68.35 ± 1.85 76.21

Table 16: The full ablation study results without providing neighborhood information in generating node descriptions.
We use Cora in low-label setting.
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MiniLM (Wang et al., 2020) Albert (Lan et al., 2020) Roberta (Liu et al., 2020) MPNet (Song et al., 2020) Avg.

Raw Text 79.19 ± 1.63 77.76 ± 1.45 81.43 ± 1.42 82.04 ± 1.49 80.11
+ TAPE 79.64 ± 1.36 77.88 ± 1.41 81.78 ± 1.55 82.70 ± 1.06 80.50
+ KEA 80.08 ± 1.71 78.23 ± 1.48 81.75 ± 1.49 82.23 ± 1.28 80.57

+ TANS 81.26 ± 1.48 78.46 ± 1.19 82.29 ± 1.65 82.88 ± 1.48 81.22

Table 17: Full results of different textual encoder on text-rich Cora with low-label setting and GCN backbone.

Methods Raw Text TAPE KEA TANS

Accuracy 76.61 ± 3.28 77.85 ± 2.14 78.01 ± 2.59 78.53 ± 1.61

Table 18: The results of using OFA (Liu et al., 2024a)
as advanced encoder on low-label text-rich Cora.

Raw Text + w.o. Topo + TANS

Text-Rich 79.19 ± 1.63 80.69 ± 2.63 81.26 ± 1.48
Text-Limit 79.06 ± 1.68 79.45 ± 1.66 79.94 ± 1.62

Table 19: The impact of topological information, i.e.,
node properties, on the prompt design. The results are
based on low-label Cora.

(1) single-graph training with a low-label setting
using a GCN backbone (Table 20) and (2) cross-
graph training (domain adaptation) with a low-label
setting using the same backbone (Table 21). We
established a baseline, Topology Properties as
Features (TPF), where the topological properties
used in prompt design were concatenated as node
features. These features underwent normalization
for training stability.

Europe USA Brazil

TPF 54.90 ± 4.68 59.66 ± 3.01 72.48 ± 14.34
TANS 56.87 ± 3.14 61.08 ± 2.71 80.61 ± 12.14

Table 20: Comparison between TANS and Topology
Properties as Features (TPF) on single-graph learning.

USA→Europe USA→Brazil Brazil→USA Brazil→Europe

TPF 47.51 ± 3.20 54.12 ± 3.25 50.38 ± 3.71 50.88 ± 4.63
TANS 50.99 ± 3.31 67.17 ± 4.68 54.96 ± 1.80 53.79 ± 2.15

Table 21: Comparison between TANS and Topology
Properties as Features (TPF) on cross-graph learning.

The results show that TANS significantly outper-
forms the baseline in both single-graph and cross-
graph training. This improvement may be because
the raw topological properties are too comprehen-
sive for GNNs to effectively discern the most rele-
vant features or correlations among them. In con-
trast, LLMs appear to infer potential relationships

between these properties more effectively, enabling
TANS to achieve superior performance.

D.4 Advanced Knowledge Transfer
We conduct experiments on transfer learning across
text-rich and text-free datasets, as well as across dif-
ferent domains (e.g., citation networks and airport
networks). This experiments may better demon-
strate the potential of TANS in jointly handling
text-attributed and text-free graphs. Note that ci-
tation networks (Cora, Pubmed) and airport net-
works (USA, Europe) differ significantly in their
underlying structures and semantics, which natu-
rally leads to lower transfer performance across do-
mains. However, we observe that the performance
drop is marginal in some cases, likely due to shared
structural patterns such as the importance of high-
degree nodes. The results are presented in Table 22.
These results demonstrate that TANS can support
transfer learning across both similar and dissimilar
domains, achieving reasonable performance even
when transferring between fundamentally different
types of graphs.

Source Target Accuracy

Text-rich pubmed Text-rich Cora 80.05 ± 1.74
Text-free USA Text-rich Cora 79.53 ± 2.51

Text-free Europe Text-free USA 56.31 ± 1.24
Text-rich Cora Text-free USA 55.49 ± 2.59

Table 22: The results of transfer learning between text-
attributed and text-free graphs.

E Results on Larger Graphs

Following (He et al., 2024), we conduct experi-
ments on ogbn-products dataset to evaluate the
model performance on relatively larger graphs.
Note that we follow (He et al., 2024) to con-
duct subgraph sampling to manage computational
costs. Specifically, for the ogbn-products dataset
(∼2,500,000 nodes), we sample a smaller graph
with 54,000 nodes and conduct experiments on this
reduced graph. Note that we did not provide results
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for KEA as no processed text data was available.
As shown in Table 23, our proposed method, TANS,
consistently outperforms TAPE on this relatively
large graph. This can be attributed to TANS’s abil-
ity to leverage topological information in graphs by
utilizing LLMs for inference. We aim to include
experiments on large-scale graphs, e.g., ogbn-arxiv
(∼150,000 nodes) in our future work.

MLP GCN GAT

Original Text 53.85 ± 0.17 70.52 ± 0.51 -
+ TAPE 73.65 ± 0.60 77.49 ± 0.54 77.64 ± 0.58
+ TANS 74.30 ± 0.85 78.05 ± 0.33 78.35 ± 0.35

Table 23: Model Performance on ogbn-products.

F Case Studies

We present case studies in the following pages. Our
findings show that incorporating topological infor-
mation significantly influences the generated an-
swers and improves the quality of the generated
texts. Furthermore, providing neighborhood infor-
mation allows the LLMs to adjust their predictions,
leading to more accurate results. This highlights
the importance of leveraging both node-specific
and neighborhood data for improved performance
in using LLMs to synthesize node descriptions.
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Case 1: Text-Rich Graph – Cora

Node Idx 2
Node Class Case Based
Win Generated Text with Full Prompt

Generated
Text with
Full Prompt

"Based on the provided information, the node associated with ""Design by
Interactive Exploration Using Memory-Based Techniques"" can be classified into
the following three potential classes: 1. **Case Based**: The paper focuses
on utilizing memory-based techniques, which aligns closely with case-based
reasoning. It emphasizes the importance of past experiences in design,
suggesting that it fits well within this category. 2. **Theory**: The
concepts discussed in the paper pertain to theoretical foundations of design
exploration and memory-based techniques in artificial intelligence, making
it relevant to the Theory class. It discusses frameworks for understanding
design processes and knowledge representation. 3. **Probabilistic Methods**:
Although not explicitly stated, the use of memory-based techniques often involves
probabilistic reasoning to retrieve and adapt past design cases to current
contexts, indicating relevance in this area as well. The other classes, such as
Genetic Algorithms or Neural Networks, seem less applicable since the focus is
primarily on memory-based design techniques rather than evolutionary or neural
approaches."

Generated
Text with
Prompt
without
Neighbor-
hoods

Based on the node’s description and properties, the three potential classes for
this citation node are: 1. **Rule Learning**: The node discusses an algorithm
for feature engineering driven by first-order clauses, which aligns closely
with methodologies used in rule learning where rules or patterns are extracted
from data. 2. **Probabilistic Methods**: The stochastic nature of the proposed
algorithm indicates a probabilistic approach to feature selection, making it
relevant to the field of probabilistic methods, which utilize uncertainty in
learning. 3. **Theory**: The node provides insights into a well-established
aspect of propositional learning and the necessity of good features, suggesting
a theoretical contribution to the understanding of learning algorithms and their
performance. These classes resonate with the search for optimal representations
in machine learning and acknowledge both the technical algorithmic contributions
and theoretical implications outlined in the node.
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Case 1: Text-Rich Graph – Cora

Node Idx 1199
Node Class Genetic Algorithms
Win Generated Text with Full Prompt

Generated
Text with
Full Prompt

Based on the provided information about the node titled ""How to evolve
autonomous robots,"" three potential classes for the node are: 1. **Genetic
Algorithms**: The node discusses evolutionary strategies for robots, indicating
a focus on optimization and adaptation, core elements of genetic algorithms
as evidenced by the connectivity with similar nodes that explore genetic
algorithms in neuro-evolution. 2. **Neural Networks**: Given that several
similar nodes involve artificial neural networks used for controlling robots,
it is reasonable to classify this node within the neural networks class, as
neural architectures are often evolved using methods discussed in the context
of autonomous robots. 3. **Theory**: The context of the paper hints at
theoretical foundations for evolving autonomous systems, emphasizing principles
and methodologies relevant to evolutionary approaches in robotics, which aligns
with the general theoretical framework underlying both genetic algorithms and
neural networks. These classifications are supported by the content of the
similar nodes that emphasize evolution, neural architectures, and fundamental
principles guiding these methodologies.

Generated
Text with
Prompt
without
Neighbor-
hoods

Based on the provided characteristics of the paper node, the potential classes
are: 1. **Reinforcement Learning**: Given that the title ""How to evolve
autonomous robots"" suggests a focus on enabling machines to learn from
interactions with their environment, this aligns with core principles of
reinforcement learning. 2. **Case Based**: The mention of evolution implies
a process of learning from previous cases, which is a hallmark of case-based
reasoning methods where past experiences inform decision-making strategies in
novel situations. 3. **Neural Networks**: Although less directly implied by
the title, autonomous robots often utilize neural networks for perception and
decision-making processes, making this a reasonable classification given the
context of evolving robotic intelligence. These classes are assessed based on the
paper’s focus on autonomy and evolution in robotics, which are fundamental themes
in reinforcement learning and case-based approaches, while neural networks are
often employed to support such advancements.
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Case 1: Text-Rich Graph – Cora (Failure Case)

Node Idx 523
Node Class Rule Learning
Win Tie

Generated
Text with
Full Prompt

"Based on the information provided about the paper ""Drug design by machine
learning: Modelling drug activity,"" the potential classes for this node are:
1. **Probabilistic Methods**: The paper discusses the application of machine
learning systems, which often utilize probabilistic techniques to model and
predict outcomes in complex datasets, aligning well with this category. 2.
**Neural Networks**: Given the mention of machine learning tools, it’s likely
that neural networks might be among the techniques applied, especially for
problems in drug activity modeling. 3. **Genetic Algorithms**: While this
is a more indirect connection, the reference to optimizing outcomes in drug
design suggests that evolutionary approaches like genetic algorithms might be
relevant in conjunction with machine learning methods. The attributes such as
low clustering coefficients and high node degree imply the node’s connections
are sparse yet significant, indicating a central role in its niche, possibly
aligning with exploratory frameworks in machine learning, particularly in the
probabilistic and neural network domains."

Generated
Text with
Prompt
without
Neighbor-
hoods

"Based on the description of the paper ""Drug design by machine learning:
Modelling drug activity,"" the potential classes for the node can be evaluated
as follows: 1. **Neural Networks**: Since the paper discusses machine
learning tools and the performance enhancement they provide over traditional
methods, it implies the use of advanced machine learning techniques, which
likely include neural networks as a popular method in drug design and QSAR
modeling. 2. **Genetic Algorithms**: The context of optimizing drug activity
modeling may involve mechanisms akin to genetic algorithms, which are often
used for optimizing complex search and solution spaces, although this is less
explicit from the content provided. 3. **Theory**: The foundational principles
around drug activity modeling, especially in relation to the Hansch method and
machine learning systems, categorize this work under theoretical discussions
in a computational context. In summary, the key themes of machine learning
applications in drug design suggest a strong connection to Neural Networks,
with possible ties to Genetic Algorithms and theoretical explorations in machine
learning methodologies."
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Case 2: Text-Limit Graph – Cora

Node Idx 525
Node Class Neural Network
Win Generated Text with Full Prompt

Generated
Text with
Full Prompt

"Based on the information provided and the context of the citation network
graph, I would classify the node into the following three potential classes: 1.
**Theory**: Given the node’s description as a paper in molecular, cellular,
and developmental biology, along with the lack of a specific application
or algorithm, the content likely discusses foundational theories relevant to
genetic research and methodologies. 2. **Genetic Algorithms**: Although not
explicitly stated, the mention of ""Identification of Protein Coding Regions""
suggests a focus on genomic patterns, which may employ genetic algorithms for
optimization and analysis in bioinformatics. 3. **Neural Networks**: The similar
nodes, particularly the one discussing ""theory of neural computation,"" imply
a potential relationship with neural network methodologies, which are often
employed in biological data analysis, including gene sequence classification.
These classifications reflect the theoretical and applied aspects of the research
paper, as indicated by its connections to relevant topics in computational
biology."

Generated
Text with
Prompt
without
Neighbor-
hoods

Based on the given information about the node, the most suitable potential
classes are **’Theory’, ’Genetic Algorithms’, and ’Case Based’**. 1. **Theory**:
The node represents a paper focused on identifying protein-coding regions, which
indicates a strong foundation in biological and computational theories regarding
gene identification and genomic analysis. 2. **Genetic Algorithms**: The paper’s
title and keywords suggest it may involve computational methods akin to genetic
algorithms, which are often used in genomics and bioinformatics to optimize
solutions and models involving genetic data. 3. **Case Based**: The research
might involve case-based methods, especially as it pertains to comparing genomic
sequences or models based on existing cases of gene annotation or identification.
The low values in clustering and node degree indicate that this paper may be less
cited and not central in the network, aligning with a theoretical perspective
rather than a method-driven or application-focused approach often seen in more
active research domains like Neural Networks or Reinforcement Learning.
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Case 2: Text-Limit Graph – Cora

Node Idx 1936
Node Class Neural Network
Win Generated Text with Full Prompt

Generated
Text with
Full Prompt

Based on the node’s title, ""Clustering learning tasks and the selective
cross-task transfer of knowledge,"" and its connectivity information, the
following potential classes can be assessed: 1. **Case Based**: The focus
on clustering and transfer of knowledge suggests that the node might be related
to case-based reasoning, where previous experiences inform new problem-solving.
2. **Neural Networks**: Given the emphasis on learning tasks, particularly in
complex environments, neural networks could relate through their application
in clustering methodologies and knowledge transfer. 3. **Theory**: The
title implies a theoretical exploration of learning tasks. A theoretical
class encompasses foundational studies in learning, making it a suitable
classification given the lack of direct application or methodology in the
description. These classes are derived from the node’s focus on learning
methodologies and abstract concepts, supported by the similarity to other titles
which also deal with learning and knowledge transfer. The low clustering and
centrality metrics indicate that this node does not connect strongly with others,
highlighting a potential niche theoretical focus.

Generated
Text with
Prompt
without
Neighbor-
hoods

Given the properties of the node, the potential classes it could belong
to are: 1. **Rule Learning**: The low clustering coefficients and degree
suggest that the paper may focus on specific aspects of knowledge transfer
and clustering tasks without much interconnectivity with other research topics,
which aligns well with rule-based approaches that aim for precision in knowledge
representation. 2. **Theory**: The lack of citations and low degree implies that
this paper might be theoretical in nature, possibly proposing a new framework
or model for clustering learning tasks. The theoretical foundations often
precede practical implementations and might explain the sparse connections. 3.
**Probabilistic Methods**: The content related to selective cross-task transfer
of knowledge may imply a consideration of uncertainty and inference, which
is common in probabilistic approaches to machine learning. This could also
relate to knowledge representation and classification tasks. The other classes
like Neural Networks or Genetic Algorithms seem less likely given the citation
network’s low engagement for this node.
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Case 3: Text-Free Graph – USA

Node Idx 590
Node Class High Activity

Generated
Text with
Full Prompt

590 Based on the given properties of the airport node, it can be assessed that
the node exhibits a high activity level within the airport network. 1. **Node
Degree**: The node ranks 5th in node degree with a value of 0.1749, indicating
it has a relatively high number of direct connections to other airports. This
suggests a high level of connectivity and activity. 2. **Closeness Centrality**:
Ranked 12th with a value of 0.4803, this property signifies that the node can
reach other airports quickly, enhancing its operational effectiveness within
the network. 3. **Betweenness Centrality**: With a rank of 15 and a value
of 0.0256, the node plays a crucial role in connecting different parts of
the network, further indicating its active role in facilitating connections.
4. **Clustering Coefficient**: The clustering coefficient (0.2882) and square
clustering coefficient (0.2130) suggest a reasonable tendency to form tightly
knit groups with other airports, which could enhance collaborative operational
activities. Overall, the combination of these high rankings in degree, closeness,
and betweenness centralities underline the node’s importance and activity in
the airport network.

Node Idx 822
Node Class Low Activity

Generated
Text with
Full Prompt

The activity level of the airport node can be assessed as low. This assessment
is based on several key metrics: 1. **Node Degree**: The degree of 0.0025 and
ranking of 142 indicates that the airport has relatively few direct connections
to other airports compared to the rest of the network. A low degree suggests
limited connectivity and hence lower activity. 2. **Betweenness Centrality**:
With a betweenness centrality of 0.0000 and a ranking of 794, this node does
not serve as a significant intermediary for traffic between other airports.
This implies the airport is not a critical hub for travel, further indicating
low activity. 3. **Square Clustering Coefficient**: The value of 0.0842 and
ranking of 795 suggest that even when connected, the airport’s connections
do not create a highly interconnected cluster, which often indicates limited
operational activity or network significance. Despite a perfect clustering
coefficient of 1.0000, which may suggest strong local connectivity, the overall
low rank and scores in degree and betweenness centrality strongly suggest
that the airport operates on a low activity level within the broader network
structure.

Node Idx 527
Node Class Moderately Low Activity

Generated
Text with
Full Prompt

The airport node’s activity level can be classified as moderate based on its
properties. The **Node Degree** of 0.0059, which ranks 138th among 1190 nodes,
indicates a relatively low number of direct connections to other airports,
suggesting it is not a highly connected hub. However, the **Clustering
Coefficient** of 0.1905 (ranked 449) signifies a moderate tendency for the node
to cluster with other connected nodes, which can enhance its connectivity within
local groups. The **Closeness Centrality** at 0.3375 (ranked 378) suggests that
while the node may not have a high degree, it can still reach other airports
relatively efficiently, indicating a fair level of influence within the network.
Lastly, the **Betweenness Centrality** of 0.0022 (ranked 142) implies that the
node plays a limited role as a bridge between other more interconnected nodes,
which could further support the assessment of moderate activity. In summary,
while it is not a central or highly connected node, its clustering and closeness
centralities indicate a reasonable level of activity in the airport network.
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