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Abstract

Synthetic data generation has become an in-
creasingly popular way of training models
without the need for large, manually labeled
datasets. For tasks like text embedding, syn-
thetic data offers diverse and scalable training
examples, significantly reducing the cost of hu-
man annotation. However, most current ap-
proaches rely heavily on proprietary models
like GPT-4, which are expensive and inefficient
for generating large-scale embedding data. In
this paper, we introduce SPEED, a framework
that aligns open-source small models (8§B) to
efficiently generate large-scale synthetic em-
bedding data. Through supervised fine-tuning,
preference optimization, and self-improvement,
SPEED enables small open-source models to
produce high-quality data. Remarkably, SPEED
uses only less than 1/10 of the GPT API
calls, outperforming the state-of-the-art em-
bedding model ES g1 When both are trained
solely on their synthetic data. Using this ef-
ficient generator, we conduct a comprehen-
sive study on how various factors within the
alignment pipeline impact data quality and re-
veal the scaling law for synthetic embedding
data. Our codes and models are released in
https://github.com/haon-chen/SPEED.

1 Introduction

Text embedding models encode natural language
texts into latent vectors. They are widely used
in downstream tasks such as classification, clus-
tering, retrieval, and summarization. Many re-
searchers have trained general embedding mod-
els that can support various tasks (Reimers and
Gurevych, 2019; Wang et al., 2022; Xiao et al.,
2024). Most of these models require large-scale
weakly-supervised data and high-quality labeled
data for multi-stage training, which requires careful
data curation and costly human effort. Thanks to
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Figure 1: An illustration comparing the existing pipeline
with our data synthesis framework.

the powerful language modeling ability and vast
knowledge of large language models (LLMs), some
works attempt to utilize LLMs to generate synthetic
data for training embedding models (Jeronymo
et al., 2023; Wang et al., 2024; Lee et al., 2024).

However, most of these works solely use pro-
prietary LLM like GPT-4 for data synthesis (Wang
et al., 2024; Lee et al., 2024). For example, ESyjisral
generates triplets of (query, positive document,
hard negative document) for various embedding
tasks from scratch. While synthesizing embedding
data without relying on existing corpora can yield
more diverse examples, using black-box models
can be extremely costly, especially given that this
data often includes long documents. A straightfor-
ward approach to reduce costs is to use small mod-
els to synthesize embedding data instead, which
have proven effective for tasks such as mathemat-
ical reasoning (Zhou et al., 2024b; Bansal et al.,
2024; Chen et al., 2024b). However, synthesizing
embedding data often requires the generation of
hard negatives — documents that are similar to pos-
itive ones and are essential for learning nuanced
embedding representations. These hard negatives
are challenging for small models to synthesize, as
they are difficult for language models to distinguish.
An early work explores the ability of small models
for synthesizing embedding data (Jeronymo et al.,
2023), but it uses small models to generate data
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directly without special tailoring for data synthesis,
resulting in poor performance.

In this work, we propose to align open-source
small models (8B) to synthesize large-scale high-
quality embedding data. Compared to existing
methods that rely solely on expensive GPT-4, our
approach can generate more data at a much lower
cost. Our primary goal is to study the align-
ment of small models for synthesizing embedding
data, which has been neglected by existing works.
Specifically, we aim to address the following re-
search questions in this paper:

RQ1: How to align small models for synthesizing
high-quality embedding data at scale?

RQ2: How do factors within the alignment frame-
work affect the quality of synthetic data?

RQ3: Synthetic data is theoretically infinite. What
is the scaling law for synthetic embedding data?

To shed light on RQ1, we design an alignment
framework that trains small LLMs to efficiently
Synthesize large-scale suPErior Embedding Data
(SPEED). As illustrated in Figure 1, our framework
consists of three key models: a junior generator
for initial data synthesis, a senior generator for
advanced data generation, and a data revisor for
self-improvement. The goal is to distill knowledge
from GPT-4 into these smaller models. We first use
GPT-4 to brainstorm task descriptions. However,
since GPT-4 often generates hallucinations and data
of specific domains (e.g., climate change) (Chang,
2023), we sample topics from the Open Direc-
tory Project to ensure diverse and balanced tasks.!
Based on these tasks, GPT-4 produces a small set
of seed data, which we use to finetune the junior
generator via supervised fine-tuning (SFT). The ju-
nior generator produces root data, which is further
evaluated by GPT-4 to produce signals that guide
the preference optimization process, resulting in a
senior generator. The root data is also revised by
GPT-4 to produce revision signals for training a
data revisor. Inspired by the idea of scaling infer-
ence compute for LLMs (Brown et al., 2024), the
revisor refines the synthetic data with minimal ad-
ditional inference cost, enabling self-improvement.

As for RQ2, with these low-cost yet powerful
data synthesis models ready, we are able to conduct
extensive experiments to study the factors affect-
ing the alignment. We find that settings such as
the base model used for alignment, the diversity
of tasks, and the number of training samples can

"http://odp.org: Open-source collection of web topics.

influence the quality of synthetic data. For RQ3,
we generate large-scale data using the efficient gen-
erators to reveal the scaling law. We observe a
log-linear relationship between the performance
of the embedding model and the size of synthetic
embedding data.

In summary, our contributions are as follows:

* We design a framework to fine-tune small
LMs (8B) for synthesizing large-scale data,
achieving superior embedding performance
with less than 1/10 of the GPT API calls re-
quired by ES5pisral-

* We comprehensively study how the factors
within the alignment framework influence the
quality of synthetic data.

* We investigate the scaling law of synthetic em-
bedding data and reveal that the embedding
model’s performance follows a log-linear re-
lationship with the data size.

2 Related Work

Text Embedding Text embedding models have
gained much attention in the era of deep learning.
Some existing models, such as SBERT (Reimers
and Gurevych, 2019), ES (Wang et al., 2022), and
BGE (Xiao et al., 2024), attempt to produce general
text embeddings for various tasks. However, most
of them require lots of labeled data. In this work,
we attempt to train a model with synthetic data.
Large Language Models Though proprietary
LLMs (OpenAl, 2023; Anthropic, 2024) are very
powerful, invoking their APIs can be quite expen-
sive and unaffordable for common usage. Many
open-source LLLMs have been released for more ef-
ficient language modeling, such as LLaMA (Dubey
et al., 2024) and Mistral (Jiang et al., 2023). Some
works attempt to improve the ability of LLMs for
text embedding tasks, such as ad-hoc retrieval (Ma
et al., 2024), conversational retrieval (Chen et al.,
2024a), and multilingual text embedding (Wang
et al., 2024). Our work aims to use synthetic data
to improve the LLM’s ability of text embedding.
Synthetic Data The generation of synthetic data
have been studied by many researchers for vari-
ous embedding tasks. In early times, they have
been used to produce pseudo labels and query/doc-
ument expansions (Nogueira et al., 2019; Wang
et al., 2023; Dai et al., 2023). Using the abil-
ity of LLMs, synthetic data have been used for
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Figure 2: An overview of SPEED. We align small LLMs (8B) to synthesize large-scale high-quality embedding data.

code generation (Gunasekar et al., 2023; Hui et al.,
2024), mathematical reasoning (Chan et al., 2024;
Li et al., 2024a; Zhou et al., 2024a,b), and text
embedding (Jeronymo et al., 2023; Viswanathan
et al., 2023; Wang et al., 2024; Li et al., 2024b;
Patwa et al., 2024; Lee et al., 2024; Sturua et al.,
2024). Though they have already shown great per-
formance, most of these works heavily rely on
black-box LLMs (e.g., ESmistral (Wang et al., 2024),
SynCSE (Zhang et al., 2023) and Gecko (Lee et al.,
2024)) for data synthesis. Some of them uses small
LLM to generate data without alignment (Thiruko-
valluru et al., 2024), which produces data of low
quality. Our work aims to align small models for
generating large scale text embedding data effi-
ciently.

3 Methodology: SPEED

In this section, we aim to answer RQ1 using our
alignment framework, SPEED. As shown in Fig-
ure 2, SPEED consists of four stages: (1) GPT-4
is first used to generate diverse task descriptions
based on multi-grained topics sampled from the
ODP. A junior generator then distills knowledge
from GPT-4 by training on a small set of seed
data. (2) The junior generator synthesizes root data,
which GPT-4 uses to produce preference signals.
These signals are used to train a senior generator
through preference optimization. (3) The root data
is also evaluated by GPT-4 to produce revised data
for finetuning a data revisor. (4) Finally, the senior
generator synthesizes large-scale embedding data,
and the revisor refines them into high-quality data
for training the embedding model.

3.1 Preliminaries

Many works have tried to generate synthetic data
using modern LLMs for downstream tasks fine-

tuning. Following ESnisral (Wang et al., 2024), in
order to synthesize data for training an embedding
model, we generate data for four kinds of tasks:
classification (long-short match), semantic textual
similarity (STS), retrieval (short-long match), and
text matching (short-short and long-long match).
For simplicity, we will denote the data synthesis
prompts as a set P without distinction.” We use
GPT-4 to brainstorm a pool of candidate tasks T’
as instructions. With a prompt p € P and a task
instruction ¢t € T, an LLM 7y can synthesize an
embedding data sample d ~ my(d | p,t). Each
data example is a triplet of (query, positive docu-
ment, hard negative document). For example, for a
classification task, the query is a long text and doc-
uments are short labels. More information on the
structure of these data can be found in Appendix D.

3.2 Aligning Small Models for Synthesizing
Embedding Data

Most existing approaches that synthesize embed-
ding data suffer from the high cost of heavily rely-
ing on proprietary LLMs. We aim to align small
models that can generate large-scale embedding
data effectively and efficiently.

3.2.1 Task Brainstorming

Synthesizing embedding data from scratch can be
quite challenging since these data are often long
and complex. We first generate a pool of candidate
tasks as instructions for LLMs to further generate
concrete data. Since these task descriptions are
very short (about 10 words) and need to be high-
quality, we use GPT-4 to brainstorm them. Further-
more, we sample multi-grained topics from open

2Since our research focus is how to align small models to
synthesize embedding data efficiently rather than adjusting
prompts for the synthesis process, we will follow the task
types and prompt templates in ESmigiral-
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directory project (ODP) and specify one topic for
each brainstorming prompt to mitigate the halluci-
nation and extract more diverse knowledge from
GPT-4 (Chang, 2023). For example, we prompt
GPT-4 as "Brainstorm a list of potentially useful
text retrieval tasks for the topic: {topic).".> Then
we will get a diverse set of task descriptions and
generate embedding data conditioned on them.

3.2.2 Training a Junior Generator

Proprietary LL.Ms such as GPT-4 have been proven
to generate high-quality embedding data (Wang
et al., 2024; Lee et al., 2024). However, it can be
expensive if we generate large-scale embedding
data solely using GPT-4. Our goal is to distill the
data synthesis capability of GPT-4 into small mod-
els that can synthesize large-scale data at low cost.

We first use GPT-4 to generate a small set of
seed data Dgeeq ~ 757 #(Dseea | P,T). The
constructed training data for SFT is Dspr =
{pi, ti, di}f\il. To distill knowledge from GPT-4,
we apply a standard Supervised Fine-tuning (SFT)

objective to initialize our junior generator ﬂé‘ :

Jry . .t
E(e ) - Z(phti:di)GDSFT IOgPG(dz | platl)a
)

where #'" denotes the parameters of our junior gen-
erator. We aim to train a small model with basic
capability of synthesizing embedding data given
various prompt templates and task instructions.

3.2.3 Further Training Using Preference
Optimization

Although our junior generator can already generate
embedding data of decent quality, we still want to
boost its ability. Preference optimization (Schul-
man et al., 2017) is a popular way to be performed
on a model for further training after SFT (Dong
et al., 2024; Yu et al., 2024). Since our goal is to
perform optimization on w{or, we use GPT-4 to pro-
duce preference signals based on the data generated
by my itself.

Specifically, Wér generates a list of embedding
data given each prompt, formatting a set of root
data Dyoor ~ T (Droot | P,T). As illustrated in
Figure 2, GPT-4 evaluates the best and the worst
data in each data list and constructs preference pairs
accordingly. We prompt GPT-4 as: "Your mission

>Due to space limitation, we will not present full prompts
in this section. The complete prompts are in Appendix C.

is to judge which data this language model gener-
ates fits the prompt most and which fits worst, and
explain your judgment.". In this work, we perform
Direct Preference Optimization (DPO) (Rafailov
et al., 2023) because it is a popular and low-cost
method. The formatted training set for DPO is
Dppo = {p,t,dy,d;, }, where d,, and d; are the
winning and losing one, respectively. Then, we
apply the standard DPO on our junior generator:

Lppo (Th; Tref) =

71.Jr dw z
_ E(p,t,dmdl)fvp [IOga (5 log o (dw | )

Tref(dy | ) (2)
Jr
_ Ty (di | @)
Plog (i1 2)) ]

where 7 is the reference model set as ﬂ'ér in the
beginning and remains frozen, o is the sigmoid
function, and S controls how much DPO focus
on Trf. After this, we manage to obtain a senior
generator TI'Sr that can synthesize higher-quality
data since it has learned about how to make better
choices given a data synthesis prompt.

3.2.4 Training a Data Revisor

Scaling the inference compute of LLMs has been a
popular way to boost the LLM’s performance from
the inference side (Brown et al., 2024). Inspired by
this, we employ another small model to refine our
synthetic data. This allows us to further improve
data quality with only a small increase in inference
cost, as the revisor model is also small. Specifically,
we train an additional LLM to serve as the data
revisor, identifying and refining potential flaws in
the synthetic data.

Specifically, to boost the efficiency of the align-
ment process, we reuse Dy to produce revised
data. This allows us to train both wsr and the revisor
ﬂ'ge simultaneously. GPT-4 produces data revision
signals by evaluating the root data from three key
aspects: (1) its relevance to the task, (2) its com-
pleteness based on the requirements in the prompt,
(3) the accuracy of its factual content. The revised
data is D ~ gV 4(Di., | P, T, Dyoo) and the
data for SFT is D = {pj, t;, d>, d;e}j]‘il. Sim-
ilarly, a standard SFT approach is performed on an
unaligned small LM:

L(OR) = — log Py(d | z;),

(™) Z(xj7d3°>ebg$T 8 Po(dy" | ;)
Lj = (pja t]a d;’OOt)a (3)

where 9R¢ denotes the parameters of our revisor.
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Synthesis Model #FT. Data | Class. Clust. Pair. Rerank. Retr. STS Summ. Avg.
Zero-shot Models (w/ synthetic data only)
Mistraljjamas Ilama3-8B-instruct 230K 76.8 48.0 798 59.5 442 79.7 315 610
Mistraljjamas Ilama3-8B-instruct 920K 770 472 803 594 450 812 315 613
Mistralgpi.4o gpt-4o 230K 7777 477 839 587 4677 809 30.7 622
Geckoip-763 black-box 6.6M 70.3 468 862 576 53.2 831 322 626
ESmistral-7b apt-3.5(25%)+gpt-4(75%)  500K™ 782 505 86.0 59.0 469 812 319 63.1
SPEED (Ours) llama3-8B-aligned 920K 783 486 863 59.8 48.1 82.6 31.7 634
Supervised Models (w/ synthetic data + labeled data)
GTRyu - 662K 674 424 86.1 567 485 784 306 59.0
GTElarge - 3M 733 46.8 850 59.1 522 834 317 63.1
text-embedding-3jarge - - 755 49.0 857 59.2 554 817 299 646
jina-embeddings-v3 - - 82.6 453 840 581 539 858 297 655
Geckoip-763 black-box >6.6M 812 475 87.6 589 557 851 326 663
ESmistral-70 gpt-3.5(25%)+gpt-4(75%) 1.8M 785 503 883 602 569 846 314 66.6
SPEED (Ours) llama3-8B-aligned 2.2M 784 493 882 60.8 56.5 855 31.1 66.5

Table 1: Results on MTEB benchmark, including 56 tasks of 7 types: Classification (Class.), Clustering (Clust.), Pair
Classification (Pair.), Reranking (Rerank.), Retrieval (Retr.), Semantic Textual Similarity (STS), and Summarization
(Summ.). “Synthesis Model” denotes the LLM used for generating synthetic data. “# FT. Data” denotes the data
amount used for finetuning the embedding models. “500K™”: ESpjsrar-7o 1S @ multilingual model, it synthesized
190K English samples plus 310K samples of other languages. The best performances are in bold and the second-best

performances are underlined.

3.3 Finetuning Embedding Model Using
Synthetic Data

With our aligned senior generator Wgr and revisor
Wge ready, we are able to generate high-quality
synthetic embedding data at scale. Specifically, Wgr
first generates a large set of synthetic data Dyy, ~
75" (Dsyn | P, T). Then ms© revises them into high-
quality data D, ~ wge(Dggn | P,T, Dgyy). For
efficiency, we avoid iterative improvements and

perform the revision in a single pass.

Following the common approach of task-specific
fine-tuning (Xiao et al., 2024; Wang et al., 2024),
an instruction template is applied on each query
within D as: ¢* = Instruct:{t} \n Query:{q},
where ¢’ is the original query ¢ with task descrip-
tion. We do not apply this template on the docu-
ment side for pre-building the index. We append
an [EOS] token to each ¢’ and document d. Each
output of the last layer [EOS] is taken as the repre-
sentation g’ and d. To train the embedding model,
we apply a standard contrastive learning objective:

¢(q',d")
o(a’,d¥) + > g-cpro(a’,d)

,CCL = — log ) (4)

where N represents negative documents, ¢(-) =
exp(cos(+)/7), cos(-) denotes cosine similarity,
and 7 is a temperature hyperparameter.

4 Experiments

4.1 Experimental Setup

SPEED synthesizes 920K embedding data samples
in total for training after MinHash deduplication.
The proprietary LLM used for knowledge distilla-
tion is GPT-40-2024-05-13. The base model we
use to train our generators is LLaMA-3-8B (Meta,
2024). We test our finetuned embedding model on
the MTEB benchmark (Muennighoff et al., 2023).
This benchmark contains 7 kinds of 56 English
embedding tasks: classification (12), clustering
(11), pair classification (3), reranking (4), retrieval
(15), semantic textual similarity (10) and sum-
marization (1). The synthetic data proportion of
our four embedding task types, i.e., classification,
STS, retrieval, and text matching is 7:7:7:2. For
fair comparisons to ESpisiral, We train Mistral-7B-
v0.1 (Jiang et al., 2023) as our embedding model
and use the same labeled data for “Supervised Mod-
els” setting. We use LoRA (Hu et al., 2022) to
finetune our embedding model.

In addition to existing baselines that consists
of OpenAl’s text-embedding-34, GTR (Ni et al.,
2022), GTE (Li et al., 2023), jina-embeddings-
v3 (Sturua et al., 2024), Gecko (Lee et al., 2024),
and ESpisrai-7e (Wang et al., 2024), we also im-

*https://platform.openai.com/docs/guides/
embeddings
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Model Avg. on MTEB
SPEED (230K synthetic data) 63.2

w/ only SFT (only 7)) 62.6

w/o. DPO (mh+mhe) 62.8

w/o. Data Revisor (only 75") 62.9

Table 2: Performances of ablated models on MTEB.

plement two baselines finetuned on synthetic data
only. In particular, we use llama3-8B-instruct and
gpt-4o to synthesize 230K embedding data using
the same synthesis prompts and data proportion
of SPEED. Then we finetune Mistral-7B-v0.1 with
these data to produce two baselines: Mistraljjama3
and Mistralgp_40.

More details about the synthetic data, implemen-
tation details, and prompts can be found in Ap-
pendix A, B, and C, respectively.

4.2 Main Results

The results are presented in Table 1. SPEED
achieves the best performance in the zero-shot set-
ting and the second-best performance in the su-
pervised setting. This demonstrates the effective-
ness of our framework, as SPEED can generate
large-scale high-quality data using the small-
est language model. These results address RQ1,
confirming that SPEED is an effective way to align
small models for synthesizing large-scale embed-
ding data. Furthermore, we can make these obser-
vations: (1) Comparing to Mistraljjama3, SPEED im-
proves its performance greatly. This demonstrates
that our alignment framework enables a base small
model to synthesize higher-quality data than its
instruct-tuned version. Additionally, as shown in
Table 2, SPEED with just 230K data examples also
outperforms Mistraljjzmas. (2) Intriguingly, SPEED
outperforms ESp;siral-7b 1n the zero-shot setting but
slightly underperforms in the full-data setting. We
attribute this to the fact that, while our synthetic
data is more diverse and covers a broader range of
scenarios, ESpisiral-7p’s data is structurally closer
to labeled data, as it is generated by the power-
ful but costly GPT. (3) Gecko performs well on
some certain types of embedding tasks. We believe
this is because Gecko uses a black-box model to
generate a large set of synthetic data (6.6M), po-
tentially covering more task types than both SPEED
and E5pigtral-7o-

Topic & Task Avg. on MTEB
my (1 task per topic & truncation) 62.6

# Tasks per topic

3 tasks per topic 61.6

5 tasks per topic 60.9
Topic granularity

Specific topic (w/o. truncation) 61.8

Table 3: Performances of models with different settings
of task brainstorming on MTEB. For efficient test, the
models have only been through SFT with 230K data.

4.3 RQ2. Alignment Analysis

In this section, we will look deeper into SPEED and
provide comprehensive analysis of how each factor
influences the synthetic data. For efficient analy-
sis, we synthesize 230K embedding data using the
same data proportion of SPEED for each model and
perform zero-shot evaluation on MTEB.

4.3.1 Ablation Study

To evaluate each component of SPEED, we first con-
duct ablation experiments on our alignment frame-
work. The results are presented in Table 2. We can
make the following observations: (1) Wé‘ itself can
already synthesize embedding data of decent qual-
ity (62.6), which demonstrates the effectiveness
of our aligned junior generator. (2) “SPEED w/o.
DPO”, i.e., only ﬂ'ér and Fge causes performance
decreasing. This demonstrates our DPO training
process can further enhance the synthesis ability
of 7r(]f. (3) The performance drops after discarding
Wge. This shows revising the synthetic data with
our data revisor can enhance the data quality by
introducing a little more inference compute.

4.3.2 Task Brainstorming

To mitigate hallucination and introduce diversity
to LLMs, we propose to use GPT-4 to brainstorm
a candidate pool of task descriptions with multi-
grained topics before we synthesize specific data.
To study the influence of topic diversity and cov-
erage, we perform experiments from two aspects
and present the results in Table 3: (1) The number
of tasks per topic. For each topic sampled from
ODP, we generate 1, 3, and 5 tasks. We find that
the performance of wg,r drops greatly when we gen-
erate more tasks per topic. This demonstrates that
the diversity of tasks is important for the quality
of synthetic data. (2) The granularity of topics.
The sampled topics are multi-grained and we trun-
cate those extremely specific topics to a maximum
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Figure 3: Performances of SPEED (230K data for efficient test) with different settings of the alignment pipeline. We
tune our model using the validation set of NQ and MSMARCO. For consistency with the results in other tables, we
present the results of our model with different hyperparameters on the whole test set of MTEB.

Base Model for 7j Avg. on MTEB
LLaMA-3-8B (Meta, 2024) (Ours) 62.6
LLaMA-2-7B (Touvron et al., 2023) 62.4
Gemma-7B (Mesnard et al., 2024) 62.3
Qwen-2.5-7B (Qwen, 2024) 62.5

Table 4: Performances of 7§ with different base models.

depth of 4. Without truncation, those topics will
produce tasks harming the generalization of SPEED.

4.3.3 Junior Generator ﬂ'gr

In this section, we will look into our SFT process
and discuss the factors that may influence wér :
Base LLM. The base model that we train into our
synthesis LLM is directly related to the data qual-
ity. To study this, we apply our SFT pipeline on
several other base LLMs. From the results in Ta-
ble 4, we can observe that all LLMs can synthesize
embedding data of decent quality with our SFT
pipeline. This shows the effectiveness and appli-
cability of our designed alignment process again.
Besides, Wgr trained on LLaMA-3-8B achieves the
best performance, which is consistent with its supe-
rior language modeling ability. This means we can
easily boost the quality of synthetic data by apply-
ing SPEED on more advanced open-source LLMs.
The generation temperature. Temperature is a
crucial hyperparameter that controls the random-
ness of the text generation process. We set the
generation temperature of ﬂér in the range of [0.2,
1.5], and present the performances on MTEB in the
left part of Figure 3. Due to space limitations, we
only show results for five values (this policy will
be followed in the subsequent displays). We can
observe that the performance of wg{ first increases
then drops. This phenomenon indicates a trade-off:
If the temperature is too low, the synthetic data will
lack diversity. However, the LLM may generate
data that do not follow the required structure and
guidelines if the temperature is too high.

The number of training samples. In our training

process of 7r(J9r, we use GPT-4 to produce signals
for knowledge distillation. This raises a question:
how many samples should we use for finetuning
the generator? Is it the more the better? We study
this question by set the number of training samples
of ﬂ'ér in the range of [SK, 100K]. As shown in the
middle left part of Figure 3, a small set of training
samples can already train a decent generator using
our SFT pipeline, which validates its effectiveness
again. However, too many training samples will
harm the language modeling ability of the LLM.

4.3.4 Senior Generator wgr

We propose to further train the junior generator
with DPO into a more powerful synthesis model
ﬂ'gr. In this part, we will look into this process from
these aspects:

The hyperparameter 3. When performing DPO
on Wér, we aim to improve its performance by di-
rectly optimizing for preference signals produced
by GPT-4. f is the hyperparameter used to con-
trol the trade-off between aligning the model to
preference signals and avoiding over-optimization
that may degrade performance on the original task.
To study it empirically, we set 3 in the range of
[0.05, 0.3]. As presented in the middle part of Fig-
ure 3, SPEED’s performance increases to an optimal
value when 8 = 0.1 then drops. This validates
the trade-off: A high 3 controls Wgr to stay close
to the reference model (7Tf9r), ensuring it doesn’t
drift too much, while a low 3 encourages stronger
adaptation to the preference signals, but at the risk
of overfitting.

The number of training samples. Similar to the
SFT process, we can raise a question: how many
preference data pairs we should use to align ﬂ'gr?
We study this question by setting the number of
training samples for WST in the range of [5K, 15K].
From the results in the middle right part of Fig-
ure 3, we can observe that finetuning ﬂér using
DPO needs fewer data that the SFT process. This
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Figure 4: Scaling laws for model performance in rela-
tion to synthetic embedding data size on MTEB.

is consistent with previous studies that pairwise sig-
nals of outputs (preferences) are more informative
per instance than standard supervised data. We also
notice that the performance drops when we use too
many preference signals. This indicates that over-
fitting the junior generator will harm its ability of
following basic guidelines and instructions. This
finding is consistent with previous studies that in-
dicates that DPO may result in worse performance
with more samples (Rafailov et al., 2024).

4.3.5 Data Revisor T1°

The number of training samples. SPEED further
enhances the quality of synthetic embedding data
using a data revisor. GPT-4 evaluates the root data
synthesized by Wg,r from multi-grained aspects and
produces data revision signals to finetune 7j°. 75
revises the synthetic data generated by Wgr to take a
reflection at them and boost their quality. To study
the influence of the number of the revision signals
used for aligning the revisor, we set it in the range
of [5K, 50K]. As shown in the right part of Figure 3,
we can observe a similar pattern as the training of
wgr. This is consistent with their training protocol
that they are both aligned by SFT. However, it takes
fewer training data to finetune 4 than 7j;. This is
because that it is easier to revise a data sample of
decent quality than synthesize one from scratch.

4.4 RQ3. Scaling Synthetic Embedding Data

In the era of LLMs, models are often trained on
billions or even trillions of data points. This raises
a key question: does increasing training data al-
ways lead to better performance? Some existing
works has explored this through scaling laws in
areas like language modeling (Kaplan et al., 2020)
and dense retrieval (Fang et al., 2024). However,
these works primarily focus on scaling the labeled

Model GPT API Calls  GPT Token Usage
ESmistral 500K 180M
SPEED 45K 32M

Table 5: Cost comparison between SPEED and E5 a1
in terms of GPT API calls and token usage.

data or existing corpora.

Synthetic data, which are theoretically unlim-
ited, remains an underexplored area for scaling
laws (Liu et al., 2024). This is a non-trivial problem
because: (1) The distribution of synthetic data dif-
fers from that of labeled data (Yu et al., 2023). (2)
Generating large-scale synthetic data with black-
box LLMs to study scaling laws can be costly. With
the efficient data synthesis capabilities of SPEED,
we are able to generate large-scale embedding data
and analyze the corresponding scaling law. Our
goal is to investigate the scaling effects of syn-
thetic embedding data in its early stages As shown
in Figure 4, we observe a log-linear relationship
between the embedding model’s performance and
the size of the synthetic data. This scaling law
offers key insights for future works: (1) The log-
linear trend enables researchers to predict perfor-
mance improvements from synthesizing more data.
(2) It guides trade-offs by showing diminishing
returns—beyond a certain point, additional data
yields marginal improvement, making further in-
vestment in data synthesis less valuable.

4.5 Cost Analysis

In this section, we analyze the cost of our alignment
framework, SPEED. The cost is reported from two
aspects: GPT API calls (the number of invoking
times) and GPT token usage. We omit the task
brainstorming process, as the task descriptions are
very short compared to the embedding data, and
we also neglect the cost of deploying the aligned
generators since they are very small.

Specifically, SPEED costs 25K (SFT ") + 10K
(DPO m3") + 10K (SFT 7j¢) = 45K GPT API calls.
As for GPT token usage it costs 10M (SFT Wér) +
12M (DPO wgr) + 10M (SFT ﬂge) =32M.

For a more staightforward understanding, we
compare these costs with the synthesis process of
ESmistral, Which solely uses GPT to synthesize data.
It requires 500K API calls and consumes 180M
GPT tokens (Wang et al., 2024). The comparison,
shown in Table 5, highlights that SPEED is signifi-
cantly more efficient, requiring only less than 1/10
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of the GPT-4 API calls and about 1/6 of the tokens
to align small open-source models for synthesizing
large-scale data efficiently and effectively.

5 Conclusion

In this work, we propose a framework SPEED that
aligns small models for the efficient and effec-
tive synthesis of embedding data. Through super-
vised finetuning, preference optimization, and self-
improvement, small models can also synthesize
high-quality embedding data at scale. Additionally,
we comprehensively investigate how various fac-
tors within the alignment pipeline influence data
quality. We reveal the scaling law of synthetic em-
bedding data, demonstrating a log-linear relation-
ship between the performance of the embedding
model and the size of the synthetic data.

Limitations

Our work still have several limitations that we plan
to address in future works:

1. The training signals we produce may be im-
proved in the future. Although GPT-4o0 is
already a very powerful LLM, it still can not
perfectly interpret the guidelines and require-
ments in our prompts. For example, some
of the long hard negative documents are too
close to the positive ones.

2. Our senior generator is trained by DPO. More
advanced preference optimization approaches
such as step-DPO will be utilized.

3. The base models used for data synthesis and
embedding model can be improved. For fair
comparisons to baselines, we train Mistral-
7B-v0.1 as our embedding model. In future
works, we plan to use more advanced LLMs
to boost our model’s performance.

4. We do not fit a function for the scaling law we
reveal for synthetic embedding data. In future
work, we will explore a power-law function
that can represent the scaling relationship we
find in this paper.
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Appendix
A Details about Synthetic Data

Synthetic Task Type # Examples
Classification (long-short match) 245,947
Semantic textual similarity (STS) 294,388
Retrieval (short-long match) 303,424
Text matching (short-short match) 39,954
Text matching (long-long match) 36,702

Table 6: Statistics of the synthetic data (after MinHash)
used for finetuning the embedding model.

In this section, we will look into the detailed
information and statistics of generated synthetic
embedding data. The statistics is presented in Ta-
ble 6. We first generates a raw synthetic dataset
of 1.15M examples following the data proportion
in Section 4.1. And after MinHash deduplication,
there are 920,415 data left in total.

B Implementation Details

In this part, we delve into the details about the
implementation of SPEED. Specifically, we finetune
LLaMA-3-8B as data synthesis models and Mistral-
7B-v0.1 as our embedding model. For the SFT
process of Wér, the learning rate is le-4 and the
batch size is 16. As for the DPO process of 7r3r, the
learning rate is le-5, beta 3 is set as 0.1, and the
batch size is 16. For the SFT process of 7r9Re, the
learning rate is Se-6 and the batch size is 24.

For the data generation, we set the temperature
as 1.0 for all data synthesis except 0.0 for producing
the preference signal. The top_p is set as 1.0.

For the training of our embedding model, we use
LoRA with rank 16 and DeepSpeed ZeRO-3. We
set the batch size as 1,536 using 16 40G A100 and
fp16. For the training data, we use a combination of
synthetic data and a collection of 13 public datasets.
These labeled datasets used for finetuning are the
same as those in E5pjstral-

For the instructions we used for the training and
evaluation datasets (MTEB), please refer to the
original paper of ESpisira1 (Wang et al., 2024).

C Prompts

The prompts we used in our work can be catego-
rized into two kinds: prompts used for generating
synthetic data and aligning data generators.

C.1 Data Generation

Since our work focuses on the alignment of small
models for synthesizing large-scale embedding
data, we reuse most of the data generation prompts
and data structures of E5 a1 (Wang et al., 2024).
For task brainstorming, we adjust those prompts to
fit the sampled topic by appending “for the topic:
{topic}” after each “Brainstorm a list of potentially
useful xxx tasks”. For the synthesis of STS data
we change its prompt to fit the sampled topics as
follows:

Prompt: Synthesizing STS Data

Write a {sentence, phrase, passage} triple for the topic:
{topic} with varying semantic similarity scores in JSON
format. The semantic similarity score ranges from 1
to 5, with 1 denotes least similar and 5 denotes most similar.

Please adhere to the following guidelines:

- The keys in JSON are "S1", "S2", and "S3", the values
are all strings in English, do not add any other keys.

- There should be some word overlaps between all three
{sentence, phrase, passage}s.

- The similarity score between S1 and S2 should be {4, 4.5,
5}.

- The similarity score between S1 and S3 should be {2.5, 3,
3.5}

- The {sentence, phrase, passage}s require {elementary
school, high school, college} level education to understand
and should be diverse in terms of topic and length.

Your output must always be a JSON object only
with three keys "S1", "S2" and "S3", do not explain
yourself or output anything else. Be creative!

\ J

C.2 Generator Alignment

In this part, we will shed light on the prompts we
use to generate the signals for knowledge distil-
lation. For the SFT of ﬂér, the training data are
sampled from the synthesis of Mistralgy.4o. For
the DPO of Wgr, we prompt GPT-4 to produce pref-
erence data as:

Prompt: Generating Preference Data

A language model has been given a prompt: {data prompt}
The output list of it is: {data list}

Your mission is to judge which data this language model
generate fits the prompt most and which fits worst, and
explain your judgment.

The JSON object you output must contain the following
keys:

- "reason": a string, the reason of your judgment.

- "best": a number, the index of the generated data that fits
prompt the most (indice start from 0).

- "worst": a number, the index of the generated data that
fits prompt the worst.

Your output must always be a JSON object only, do not
explain yourself or output anything else.

. J
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With this prompt, we can obtain a best and worst
data of the data list evaluated by GPT-4. Then, we
can get preference data pairs based on the best and
worst data.

For the SFT of Fge, we use GPT-4 to evaluate
the quality of synthetic data from multiple aspects
and produce the revised data for training signals.

Prompt: Generating Revise Data

A language model has been given a prompt: {data prompt}
The output generated by the model is: {data example}
Your task is to evaluate the generated output based on the
following criteria:

1. Relevance: Assess whether the output directly addresses
the task described in the prompt.

2. Completeness: Check if the output includes all necessary
elements as specified in the prompt.

3. Accuracy: Verify if the output is factually correct and
adheres to the guidelines provided in the prompt.

For each criterion, provide a brief explanation supporting
your evaluation. Then, provide a revised version of the
output.

Your response should be a valid JSON object containing
the following keys:

- "reason": A string providing the reason for your judgment.
- "revision": A string with the revised version of the output
based on your evaluation and the prompt.

Ensure your output is always a valid JSON object, for-
matted as a JSON string. Do not include any additional

explanations or information.
. J

D Data Examples

D.1 Topics

In order to mitigate the hallucination and introduce
more diversity to LLMs, we propose to sample
multi-grained topics from ODP. Some examples of
the sampled raw topics are presented in Table 7.
Some of these topics are wide categories (e.g.,
“Arts”), which will make LLM generate more
abstract data. And some of these topics are detailed
and specific, which may cause the synthetic data
to include some noisy information. Therefore, we
propose to truncate the topics with depth more
than four by discarding their middle information.
For example, for “Arts/Movies/Titles/3/36_Hours_-
_1964/Cast_and_Crew”, we will only keep
“Arts/Movies/36_Hours_-_1964/Cast_and_Crew”.
By this, we can keep its main category and some
details without introducing too much noise.

D.2 Alignment Data

In this section, we present data used for aligning
Wgr and Wge in Figure 5 and Figure 6, respectively.

D.3 Synthetic Embedding Data

In this section, we present examples of synthetic
data of various task types in Figure 7 (classifica-
tion), Figure 8 (retrieval), Figure 9 (STS), Figure 10
(short-short matching), and Figure 11 (long-long
matching).

E Detailed Results

In this section, we present detailed evaluation re-
sults of SPEED in zero-shot setting and full-data
setting. The results on all 56 datasets of MTEB
benchmark are shown in Table 8.
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Society/Crime/Criminals/Outlaws/Bonnie_and_Clyde
Sports/Baseball/People/Players/E/Estes,_Shawn
Arts/Performing_Arts/Dance/Folk/Square_Dancing/Clubs/United_States/Oregon
Regional/Europe/United_Kingdom/England/County_Durham/Darlington/Business_and_Economy/Shopping
Business/Food_and_Related_Products/Produce/Frozen

Arts/Performing_ Arts/Acting/Actors_and_Actresses/V/Vaughn,_Robert/Movies
Sports/Hockey/Ice_Hockey/Players
Science/Biology/Flora_and_Fauna/Animalia/Arthropoda/Insecta/Diptera/Rhagionidae
Games/Video_Games/Action/S/Snake_Games/Downloads/Free
Regional/Asia/South_Korea/Jeonnam/Yeonggwang
Computers/CAD_and_CAM/Electronic_Design_Automation
Regional/Europe/France/Regions/Languedoc-Roussillon/Lozere
Arts/Movies/Titles/3/36_Hours_-_1964/Cast_and_Crew
Science/Technology/Structural_Engineering/Bridge/History/People/Beedy, Daniel
Regional/Middle_East/Cyprus/Limassol_District/Travel_and_Tourism/Accommodation
Recreation/Food/Drink/Wine/Events/United_States/Texas
Health/Medicine/Medical_Specialties/Ophthalmology/Refractive_Correction/LASIK
Arts

Society/Issues/Business/Allegedly_Unethical_Firms/Halliburton/Opposing_Views

Table 7: Examples of topics sampled from ODP without truncation.

1406



Generating Preference Pairs for DPO

Input

You have been assigned a text matching task: Match a Stockard Channing movie title
with a brief plot description.

Your mission is to write one example for this task in JSON format. The JSON object must
contain the following keys:

- “input”: a string, a random input specified by the task.

- “positive_document™: a string, a relevant document for the “input” according to the task.
Data Prompt | Please adhere to the following guidelines:

- The values of all fields should be in English.

- Both the “input” and “positive_document” should be very short (a sentence or a phrase),
avoid substantial word overlaps, otherwise the task would be too easy.

- The "input" and "positive_document" should be independent of each other.

Your output must always be a JSON object only, do not explain yourself or output
anything else. Be creative!

0. {"input": "Stockard Channing in a small-town comedy", "positive_document": "The
West Wing, where Channing played a key role"}

1. {"input™: "Stockard Channing acted as a political wife in a drama film",
"positive_document™: "An ensemble cast, including Stockard Channing, navigates the
intricate world of politics and media in the movie The West Wing."}

2. {"input": "Stockard Channing in 'The Business of Strangers', directed by Patrick
Stettner."”, "positive_document™: "In "The Business of Strangers', Channing stars as a
businesswoman who embarks on a ruthless journey, after which she undergoes a drastic
change. She faces many challenges while pursuing her goals and eventually comes out
stronger."}

3. {"input": "Comedy drama set in the 1960s during the Kennedy-Camelot era.",
"positive_document™: "The Goodbye Girl by Stockard Channing"}

4. {"input": "Stockard Channing in film about the Kennedy White House",
"positive_document™: "The Lion in Winter"}'

Data List

Output

Best 2

Worst 4

The third entry best fits the prompt as it correctly matches a Stockard Channing movie
title with its plot without substantial word overlap, maintaining independence between the
input and the positive document. The first and second entries incorrectly reference "The
West Wing,' which is not a movie but a TV series, making them less relevant. However,
Reason the second entry is slightly more accurate in context but still incorrect. The fourth and
fifth entries are the least fitting because they provide incorrect information; "The Goodbye
Girl' does not star Stockard Channing, and 'The Lion in Winter' is not about the Kennedy
White House nor does it star Stockard Channing, showing a misunderstanding of the task
requirements.

Figure 5: An example to show the generated preference signals for DPO. A data prompt and a data list are fed into
GPT-4 and it evaluates the best and worst data according to the requirements of prompt. The data prompt template
is from E5 g (Wang et al., 2024).
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Generating Revise Data

Input

You have been assigned a text matching task: Match a Stockard Channing movie title
with a brief plot description.

Your mission is to write one example for this task in JSON format. The JSON object must
contain the following keys:

- “input”: a string, a random input specified by the task.

- “positive_document”: a string, a relevant document for the “input” according to the task.
Data Prompt | Please adhere to the following guidelines:

- The values of all fields should be in English.

- Both the “input” and “positive_document” should be very short (a sentence or a phrase),
avoid substantial word overlaps, otherwise the task would be too easy.

- The "input" and "positive_document™ should be independent of each other.

Your output must always be a JSON object only, do not explain yourself or output
anything else. Be creative!

{"input™: "Stockard Channing in 'The Business of Strangers', directed by Patrick
Stettner.", "positive_document": "In "The Business of Strangers', Channing stars as a
Data Example |businesswoman who embarks on a ruthless journey, after which she undergoes a drastic
change. She faces many challenges while pursuing her goals and eventually comes out
stronger."}

Output

{“input”: “Stockard Channing movie ‘The Business of Strangers’”, “positive_document’:

Revised Data "A businesswoman undergoes a drastic transformation after a critical incident."}

The output is mostly correct but the input should be more concise. The
Reason positive_document should be shorter and without substantial word overlap, according to
the guidelines.

Figure 6: An example to show the generated revision signals for SFT the data revisor. A data prompt and a data list
are fed into GPT-4 and it improves the data based on the given guidelines in the prompt.

An Example of Synthetic Classification (Long-short Match) Data

Task Description | Identify the target audience demographic for each review of Blue Law

With an intricate discussion on quantum states, entanglement, and Bell’s Theorem, Blue
Law takes its readers on an exhilarating journey into the depths of quantum mechanics.
Each chapter details the advances in the field with advanced mathematical models that are
thoroughly explained to facilitate a deep understanding of entangled systems. The book,
written by Dr. Maxwell, is clearly intended for graduate students and researchers engaged
in scientific discourse, offering rigorous and in-depth explanations without unnecessary
pedagogical baggage. It caters to an audience that needs highly technical content but is
presented in a concise and accessible manner. The author's comprehensive grasp of the
subject is evident throughout the book, which also features detailed diagrams and
complex calculations that are thoroughly dissected for comprehension's sake. This book
could serve as the cornerstone for advanced students interested in quantum mechanics and
its far-reaching impacts.

Input Text

Positive Expert/Researcher

Hard Negative |Graduate Students

Figure 7: An example of the synthetic classification data. The data prompt template is from E5 g1 (Wang et al.,
2024).
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An Example of Synthetic Retrieval (Short-Long Match) Data

Task Description

The query is a natural language question about the history of a Belgian soccer club,
retrieve documents that provide detailed historical information.

User query | Timeline of significant historical events in Royal Antwerp's evolution.
Founded in 1880, Royal Antwerp FC is one of the oldest clubs in Belgium. The club has a
rich history with notable achievements in local and international football competitions.
Notable events in the early 1900s include the team's first participation in the Belgian
Positive league and their first major victory against rivals Racing Club de Bruxelles. The 1920s
document saw the club reach multiple finals and their first championship win in 1929. The 1960s

brought the team to the quarter-finals of the European Cup and a new stadium, the
Bosuilstadion. Recent decades have brought mixed fortunes with an emphasis on youth
development and a new stadium rebuild plan.

Hard negative
document

Royal Antwerp FC, known as the Blue Diamonds, has been a significant club in Belgian
football since its inception. The team has participated in various local and international
tournaments but is best known for their rivalry with club rivals RSC Anderlecht. Despite
not achieving major trophy wins like many of its rivals have, Antwerp continues to be a
respected and valued club among fans and fellow teams. Their contributions to Belgian
football, as well as the evolution of soccer in the city of Antwerp, remain a significant
part of Belgium's footballing history.

Figure 8: An example of the synthetic retrieval data.

An Example of Synthetic Semantic Textual Similarity (STS) Data

Task Description

Retrieve semantically similar text

S1 (Input Text)

Last weekend, Jack and his friends went to the park for a picnic

S2 (Positive)

Jack's friends wanted him to join them on a picnic they were planning at the park last
weekend.

S3 (Hard
Negative)

Jack enjoyed watching people and animals in the park during his daily walk today.

Figure 9: An example of the synthetic semantic textual similarity data.

An Example of Text Matching (Short-short Match) Data

Task Description

Match a product name with its category

Input

iPhone 12 Pro Max

Positive

Smartphone

Figure 10: An example of the synthetic short-short matching data.

1409



An Example of Text Matching (Long-long Match) Data

Task Description

Given a detailed research paper on quantum computing, locate another document that
presents a critical analysis or opposing viewpoints on the same topic.

Input

Quantum computing is a topic that has been gaining significant attention in the field of
information technology. The paper aims to elucidate the basic concepts, working
principles of quantum computers, the algorithms employed, and the applications of
quantum computing. The first section outlines the introduction of quantum computing,
touching upon its potential to solve problems that classical computing methods could not.
The second portion offers a detailed overview of quantum bits or ‘qubits', highlighting the
unique state they can exist in, known as superposition, as opposed to classical bits with
binary states, which form the foundation for the speed benefit in quantum computing. The
third section dives into the different algorithms implemented by quantum computing,
discussing the role of quantum entanglement, one of the key principles of quantum
physics and the basis for the computation that can happen in tandem, a capacity lacking in
classical computers. The advantages of these algorithms are discussed, emphasizing the
capability to process information exponentially faster, which has the potential to
revolutionize various industries such as artificial intelligence and blockchain technology.
The final part details some future challenges and advancements in quantum computing
technology including potential security risks that come with its use and the need for error
correction protocols due to the sensitivity of qubits to environmental factors. The
document concludes by underscoring the potential risks and rewards of implementing this
cutting-edge technology and emphasizes the need for further research to refine how
quantum computing operates.

Positive

This report serves as an adversarial counterpoint to the article published on ‘Quantum
Computing: An Emerging Field in Information Technology'. While the original author
lays out an enthusiastic narrative on the potential of quantum computing, we aim to
dissect the claims and provide a critical viewpoint of the technology. A significant portion
of our analysis will examine whether quantum computing truly represents a paradigm
shift or if it merely touts advantages while ignoring inherent challenges that hinder large
scale applications. We scrutinize the concepts of quantum bits, or qubits, critiquing the
notion that the superposition state significantly escalates computational power. This
section delves into the fundamental quantum mechanical concept and suggests potential
avenues for error to occur within a quantum computing system that could invalidate the
promised efficiency improvements. The section on quantum algorithms critiques the
assumed exponential speed gains, pointing to the lack of established evidence for this
claim backed by real-world benchmarks. The report then addresses the potential risks
quantum computing poses, including its susceptibility to interference by uncontrolled
environmental factors, which could compromise the secrecy of processed information or
the potential of widespread disruption by quantum fluctuations. Finally, a comprehensive
discussion on potential security threats is outlined, including their impact on industries
such as cryptology and other sectors dependent on secure data storage. The report doesn't
discount quantum computing entirely but underlines the need for skepticism, scrutiny, and
extensive testing before wholesale adoption.

Figure 11: An example of the synthetic long-long matching data.
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Dataset w/ synthetic only  full data

BIOSSES 85.4 87.1
SICK-R 79.6 82.5
STS12 77.7 80.2
STS13 87.9 89.9
STS14 81.8 86.2
STS15 87.7 91.2
STS16 85.8 88.2
STS17 86.4 91.9
STS22 69.2 68.3
STSBenchmark 84.7 89.2
SummEval 31.7 31.1
SprintDuplicateQuestions 95.8 95.5
TwitterSemEval2015 71.5 81.7
TwitterURLCorpus 85.7 87.4
AmazonCounterfactualClassification 78.2 76.7
AmazonPolarityClassification 95.7 96.2
AmazonReviewsClassification 56.7 56.3
Banking77Classification 87.7 88.6
EmotionClassification 52.3 51.0
ImdbClassification 93.9 94.9
MassivelntentClassification 79.0 80.2
MassiveScenarioClassification 81.5 82.3
MTOPDomainClassification 95.4 95.9
MTOPIntentClassification 86.0 87.1
ToxicConversationsClassification 68.9 68.4
TweetSentimentExtractionClassification 64.3 63.8
AskUbuntuDupQuestions 65.5 67.2
MindSmallReranking 33.0 334
SciDocsRR 86.7 87.3
StackOverflowDupQuestions 53.9 55.2
ArxivClusteringP2P 50.7 51.1
ArxivClusteringS2S 46.4 47.0
BiorxivClusteringP2P 42.6 42.0
BiorxivClusteringS2S 39.7 39.6
MedrxivClusteringP2P 35.1 37.0
MedrxivClusteringS2S 35.7 36.3
RedditClustering 56.1 57.9
RedditClusteringP2P 63.9 65.3
StackExchangeClustering 70.0 71.6
StackExchangeClusteringP2P 39.9 39.0
TwentyNewsgroupsClustering 54.9 55.2
ArguAna 40.5 59.3
ClimateFEVER 222 37.8
CQADupstackAndroidRetrieval 41.7 41.6
DBPedia 433 49.7
FEVER 77.7 88.5
FiQA2018 39.5 56.1
HotpotQA 55.6 75.2
MSMARCO 259 425
NFCorpus 36.5 38.7
NQ 53.3 61.7
QuoraRetrieval 84.6 89.3
SCIDOCS 21.0 16.6
SciFact 71.9 77.2
Touche2020 23.8 25.8
TRECCOVID 83.9 87.4
Average 63.4 66.5

Table 8: Detailed results of SPEED in the zero-shot setting and full-data setting on each dataset of MTEB. The details
about the evaluation metrics and dataset statistics can be found in its original paper (Muennighoff et al., 2023)
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