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Abstract

Large language models predominantly reflect
Western cultures, largely due to the domi-
nance of English-centric training data. This
imbalance presents a significant challenge, as
LLMs are increasingly used across diverse con-
texts without adequate evaluation of their cul-
tural competence in non-English languages,
including Persian. To address this gap, we
introduce PERCUL, a carefully constructed
dataset designed to assess the sensitivity of
LLMs toward Persian culture. PERCUL fea-
tures story-based, multiple-choice questions
that capture culturally nuanced scenarios. Un-
like existing benchmarks, PERCUL is cu-
rated with input from native Persian annota-
tors to ensure authenticity and to prevent the
use of translation as a shortcut. We eval-
uate several state-of-the-art multilingual and
Persian-specific LLMs, establishing a foun-
dation for future research in cross-cultural
NLP evaluation. Our experiments demon-
strate a 11.3% gap between best closed source
model and layperson baseline while the gap in-
creases to 21.3% by using the best open-weight
model. You can access the dataset from here:
https://huggingface.co/datasets/teias-ai/percul

1 Introduction

Effective interactions between users from diverse
backgrounds and LLMs are contingent on outputs
that are culturally relevant (Bhatt and Diaz, 2024).
As the use of generative artificial intelligence in-
creases to expedite and automate personal and pro-
fessional tasks, the cultural values embedded in AI
models may inadvertently bias people’s authentic
expression and perpetuate the dominance of cer-
tain cultures (Tao et al., 2024), particularly West-
ern culture, which is over-represented in English-
dominated training data (Li et al., 2024; Naous
et al., 2024). This highlights the importance of cre-
ating culture-specific benchmarking tools to assess

*Equal contribution, ordered randomly

Figure 1: A translated example of PERCUL, implying a
cultural concept in Visible Behavior category.

the extent to which LLMs encapsulate knowledge
about particular cultures.

Despite the numerous benchmarks that evaluate
various aspects of LLMs (Chang et al., 2024), a sig-
nificant gap remains in assessing their knowledge
of culture across many non-English languages such
as Persian. Although some efforts have been made
to create LLM benchmarks for the Persian lan-
guage, focusing on reading comprehension and sci-
entific knowledge (Ghahroodi et al., 2024; Darvishi
et al., 2023; Khashabi et al., 2021), cultural bench-
marks specifically tailored for Persian are limited,
either concentrating on specific aspects such as so-
cial norms (Saffari et al., 2024; Myung et al., 2024)
or being constrained by size (Chiu et al., 2024).

To address the gap in evaluating the sensitivity of
LLMs to Persian culture, we introduce PERCUL, a
carefully curated dataset featuring multiple-choice
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questions. In PERCUL, cultural concepts are sub-
tly embedded in short stories (see Figure 1). Cul-
tural phenomena often manifest implicitly through
interactions between individuals, which can be
effectively conveyed through the medium of a
short story (Tikhonov et al., 2021; Tedlock and
Mannheim, 1995). Unlike previous benchmarks,
PERCUL is specifically curated for Persian demo-
graphic, avoiding irrelevant or overly generalized
concepts shared by other cultures (Saffari et al.,
2024; Myung et al., 2024). Furthermore, the dataset
is resistant to use translation as a proxy (Zhao et al.,
2024; Noorbakhsh et al., 2021).

Unlike other similar datasets that rely on LLMs
for generation (Huang et al., 2024; Saffari et al.,
2024), PERCUL leverages input from diverse native
Persian annotators, ensuring broader knowledge
coverage. LLMs are used only for generating sto-
rylines based on our handcrafted data, with human
editing involved to ensure factual accuracy and to
prevent hallucinations.

To establish baselines, we evaluate several re-
cent models from different families, including
Meta Llama 3.x (Dubey et al., 2024), OpenAI
GPT (Team, 2024), Anthropic Claude (Anthropic,
2024), as well as state-of-the-art Persian-specific
models, namely PersianMind-v1.0 (Rostami et al.,
2024) and Dorna-Llama3-8B-Instruct (PartAI,
2024). Our experiments reveal a gap between mod-
els understanding of Persian culture and layperson
baseline. We also demonstrate that translating PER-
CUL results in a significant drop in model’s perfor-
mance. Furthermore, we observe that Persian fine-
tuned LLMs perform worse than their respective
multilingual base models, which may result from
a low-quality, small training set. Lastly, our com-
prehensive error analysis highlights a limitation
in LLMs: they often rely on surface-level details
rather than synthesizing contextual clues when it
comes to identifying specific cultural concepts.

2 Related Work

LLM evaluation has expanded significantly in re-
cent years, covering aspects such as reasoning (Suz-
gun et al., 2023; Sprague et al., 2024), knowl-
edge and language understanding (Rein et al.,
2023; Wang et al., 2024b), and instruction follow-
ing (Zhou et al., 2023; Qin et al., 2024). As LLMs
have dramatically improved in capability, the focus
of benchmarking has shifted towards more chal-
lenging tasks, such as cultural awareness. Despite

numerous attempts to develop cultural benchmarks
for English (Wang et al., 2024a,c; Rao et al., 2024;
Chiu et al., 2024) and other widely spoken lan-
guages (Myung et al., 2024; AlKhamissi et al.,
2024; Fung et al., 2024; Kim et al., 2024; Huang
et al., 2024; Masoud et al., 2023), a gap remains in
evaluations of less-studied languages and cultures,
such as Persian.

Most existing Persian benchmarks focus on lan-
guage understanding tasks such as textual entail-
ment and question answering (Amirkhani et al.,
2023; Darvishi et al., 2023; Abadani et al., 2021;
Khashabi et al., 2021), or the evaluation of fac-
tual/scientific knowledge of LLMs (Ghahroodi
et al., 2024; Abaskohi et al., 2024). For instance,
the Khayyam-Challenge (Ghahroodi et al., 2024)
proposes a set of 20K Persian questions divided
into 38 tasks, but these tasks are mainly school-
level examinations, primarily covering mathemati-
cal and scientific subjects. Although this is useful
for evaluating the capabilities of LLMs to solve sci-
entific problems in Persian, it fails to assess LLMs’
understanding of Persian culture. This also applies
to the work of (Abaskohi et al., 2024) which intro-
duces two new datasets to evaluate LLM abilities
in solving Persian mathematical and scientific ques-
tions.

Among works on Persian culture, PSN (Saf-
fari et al., 2024) provides pairs of social norms
and contexts along with a label for each pair de-
scribing the appropriateness of each pair. How-
ever, it is limited to social norms, leaving out
other important aspects such as Visible Behavior
or Rituals. BLEnD (Myung et al., 2024) and Cul-
turalBench (Chiu et al., 2024) are multi-cultural
datasets that despite the inclusion of certain ques-
tions about Persian culture, present crucial limi-
tations. BLEnD primarily features questions that
focus on non-Persian cultural events and traditions,
such as Thanksgiving or Christmas, making it less
relevant for assessing cultures where these events
are not celebrated, such as Persian. CulturalBench,
while contains question relevant to Persian culture,
is small in size.

3 PERCUL Construction

The process of creating PERCUL consists of mul-
tiple steps, as shown in Figure 2. Briefly, the cre-
ation process begins (1) by identifying cultural cat-
egories based on Hall’s Triad of Culture (Katan and
Taibi, 2021). (2) Then, native annotators generate
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Figure 2: PERCUL was generated through a stepwise process: (1) identifying cultural categories using Hall’s Triad
of Culture, (2) native annotators generating facets, topics, and metadata, (3) generating storylines with capable
LLMs, (4) rigorous human correction and selection of stories, (5) creating comprehension options with heuristic
rules, and (6) dataset compilation.

descriptive facets, seed topics, and metadata for
these categories. (3) Using this metadata, LLMs
produce storylines. (4) These storylines undergo
rigorous human correction and selection. (5) LLMs
also create comprehension options guided by care-
ful human-crafted heuristic rules, followed by hu-
man correction and selection. The resulting dataset
features culturally relevant Persian story compre-
hension questions in multiple-choice format. These
questions subtly incorporate cultural elements from
various categories, informed by human-generated
metadata, without directly referencing the cultural
concepts.

3.1 Base Theory

To effectively assess cultural understanding of
LLMs, we must first establish a clear definition
of culture. One widely accepted definition is Ed-
ward T. Hall’s Triad of Culture, commonly known
as Cultural Iceberg Theory. This model, which is
frequently used by intercultural scholars and train-
ers (Katan and Taibi, 2021; Thier, 2013; Manrai
et al., 2019), has recently gained traction among
NLP researchers (Singh et al., 2024). Hall’s the-
ory classifies culture into three levels: technical,
formal, and informal. The technical level is charac-
terized by empirical facts and precise definitions,
typical in scientific discourse. The formal level con-
sists of traditions and social norms that shape ev-
eryday life, often going unnoticed unless violated.
The informal level, meanwhile, encompasses un-
conscious, emotionally driven behaviors absorbed
through socialization (Katan and Taibi, 2021). Our
analysis centers on the technical and formal level
(see Figure 3). We choose not to include the infor-
mal category due to the difficulty of capturing these

Figure 3: Hall’s triad of cultural levels, (*) indicates our
extensions to the categories.

unconscious elements in text and the challenges of
collecting data on implicit behaviors from large
populations. To adapt Hall’s Triad to Persian cul-
ture, we expanded the technical level to include
Iconic Figures and Objects.

3.2 Seed Topic Collection

To represent Persian culture across all categories
depicted in Figure 3, we collected 709 cultural seed
topics through human annotation (see Table 1). A
group of native Persian speakers from diverse cul-
tural backgrounds (see Appendix A) contributed
their perspectives while following the guidelines in
Appendix B. To ensure the quality of the seed top-
ics, an inter-agreement assessment was conducted
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Category Edition # Stories Sample Topic Facets

Institution 21.9% 43 Guardian Council Purpose and Function, Reason of Establishment
Organizational Structure, Social Impact, Location

Music 0.3% 32 Bandari Music Musical Instruments, Vocal Styles
Dominant Themes, Performing Occasions

Dress 1.7% 33 Charqad Appropriate occasions, Gender, Materials
Colors and Patterns, Regional variations

Objects 5.3% 42 Aftabeh Purpose or Function, Historical Context
Materials, Related Customs or Objects

Vis. Behavior 16.9% 56 Cross Legged Sitting Environmental elements (time of day, location, etc.)
Sample Situations

Art 10.3% 32 Khatam Historical background, Dominant color palette
Material used, Related ceremonies or customs

Iconic Figures 15.7% 55 Amir Kabir Appearance or distinguishing features
Cultural and social influences

Appropriacy 17.0% 36 Couples Kissing in Public Environment, Context, Social Expectation

Rituals 4.0% 29 Chaharshanbe Suri Purpose or importance, Participants and roles
Steps/Parts or Tools, Beliefs/Superstitions

Architecture 14.1% 43 Qanat Historical period, Symbolism/Significance
Materials, Location, Purpose of structure

Foods 16.9% 191 Ghormeh Sabzi Ingredients, Preparation Methods, Hot/Cold
Food/Drink Pairings, Occasions of Use

Table 1: An overview of cultural categories: Edition (%) represents the percentage of tokens that were changed
during human editing of the stories, # Stories indicates the number of stories in each category, and Sample Topic &
Facets provide examples of cultural topics and facets used to collect metadata, respectively.

among a different group of annotators, and only
those seed topics with complete agreement were
selected. This resulted in 556 topics being selected
for the final dataset. For the appropriacy category,
we use sample data from the PSN benchmark (Saf-
fari et al., 2024) as seed topics. PSN originally
contains 1,760 samples, where each sample con-
sists of a social norm, a context for the norm, and a
label that describes whether the social norm is nor-
mal, taboo, or expected in the provided context. We
carefully selected 36 samples, as numerous entries
were similar or differed only in context (despite
being context independent). See Table 1 for sample
seed topics.

3.3 Metadata Collection

To enhance narrative generation and prevent hal-
lucination issues when incorporating LLMs, we
collect a set of carefully annotated data from na-
tive Persians to ground the generated storylines in
next steps in factual infromation. First, for each
category, we collect human-annotated facets (see
Table 1). These facets were expected to effectively
describe the characteristics of the seed topics in
that category. They were also required to provide
sufficient clues and factual information, allowing

inference of the seed topic from an indirectly re-
flecting narrative. Through inter-agreement, we
select the final facets that best met these require-
ments (see Table 1 for a list of facets per category).
Once finalized, the annotators use the correspond-
ing guidelines in Appendix B to collect category-
specific metadata for each seed topic. Annotators
are encouraged to rely primarily on their personal
cultural knowledge, and while Internet search is
not prohibited, they are advised to use it only when
necessary. This approach helps minimize potential
overlap with LLM training data.

3.4 Instance Generation

Using seed topics and their corresponding meta-
data, we conduct a semi-automatic process by
prompting two state-of-the-art LLMs, GPT 4o
(Team, 2024) and Claude Sonnet 3.5 (Anthropic,
2024), to generate short storylines leveraging the
provided prompts (see Appendix C). These sto-
rylines imply the respective seed topic using its
metadata as clues. Table 2 shows two samples
(translated) from the dataset. To ensure cultural
authenticity and accuracy, two human annotators
review and revise the model-generated stories with-
out knowing their source models. Using the user in-
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Example 1

Story:
Maryam entered the house with excitement. Her mother greeted her with a smile and said, “My daughter, you must be
tired. How was the exam?” Maryam happily replied, “Mom, you won’t believe it! I got the first place in the class!” Her
mother hugged her joyfully and said, “Thank God!” Then she went to the kitchen and returned with a small container. A
pleasant aroma filled the air, and a gentle smoke filled the room. Her mother circled around Maryam, silently reciting a prayer.
Maryam felt an unusual sense of calm and gave a heartfelt smile.

Correct Answer:
Mother burned espand.

R1: Partial Correctness R2: Misinterpretation R3: Unrelated Fact
Mother lit an incense stick. Mother cooked food. Mother hugged her.

R4: Plausible Unsupported R5: Noun Confusion R6: Overgeneralization
Mother held a prayer ceremony. Maryam burned espand. Mother always burns espand.

Example 2

Story:
The grandmother carefully and delicately took the old china teapot out of the cabinet. With a kind smile, she poured the dry
tea leaves into the teapot and then reached her hand towards the small container by the samovar. With her fingers, she picked
a few small and fragrant seeds and gently dropped them into the teapot. A pleasant aroma filled the space. The grandmother
poured the boiling water over the tea and closed the lid of the teapot. After a few minutes, she filled the small cups, and the
delightful scent of freshly brewed tea spread throughout the house. The grandchildren eagerly approached the table, eager to
drink their grandmother’s delightfully aromatic and flavorful tea.

Correct Answer:
Cardamom.

R1: Partial Correctness R2: Misinterpretation R3: Unrelated Fact
Saffron Rosewater Samovar

R4: Plausible Unsupported R5: Noun Confusion R6: Overgeneralization
Green Tea Grandfather Spices

Table 2: Examples of two translated stories with their correct answers and distractor options (R1 to R6).

terface in Appendix D, they either rewrite or select
the version that best represent the seed topic with-
out direct reference. This involves editing, adding,
or removing information from the stories, and occa-
sionally, complete rewrites. Table 1 presents statis-
tics that highlight the extent of the editing carried
out in the process.

3.5 Distractor Options

We develop six heuristic rules to guide comprehen-
sion option generation and use GPT 4o and Sonnet
3.5 to create 24 options per question (2 models
× 6 rules × 2 options). The options undergo a
three-stage selection process:

1. Initial Selection: Human annotators evalu-
ate 4 options per heuristic rule (2 from each
model) and select the 2 best options that match
the rule’s intended objective. Model names
are hidden to prevent bias.

2. Focused Pruning: From the remaining
options, annotators select 6 options per story,
allowing up to 2 options from the same rule.

3. Final Refinement: Annotators select 3 final
options, prioritizing contextual relevance and
story alignment.

Each stage includes inter-agreement assessment to
validate annotator consistency (see Appendix C).
Example of resulting distractors and stories are
shown in Table 2.

3.6 Data Statistics

The final dataset is a comprehensive collection of
592 multiple-choice question-answer pairs, care-
fully designed to assess story comprehension while
subtly incorporating cultural seed topics through
short stories without explicit mention. The dis-
tribution of these stories across various cultural
categories is presented in Table 1, providing a de-
tailed breakdown of the dataset’s composition. Fur-
thermore, the dataset is accompanied by a set of
metadata, which will be made available to ensure
a comprehensive understanding of the data and its
cultural nuances. This metadata will serve as an in-
valuable resource for researchers and practitioners
working with the dataset.
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Model Macro Acc.
C

lo
se

d
So

ur
ce

Claude-3-Haiku 0.587
Claude-3-Sonnet 0.680
Claude-3.5-Sonnet 0.817
Claude-3-Opus 0.793

GPT-4o-Mini 0.642
GPT-4o 0.800

Gemini-Flash-1.5 0.731
Gemini-Pro-1.5 0.799

O
pe

n
W

ei
gh

t

LLaMA-3.2-1B-Inst 0.064
LLaMA-3.2-3B-Inst 0.261
LLaMA-3.1-8B-Inst 0.444
LLaMA-3.1-70B-Inst 0.673
LLaMA-3.1-405B-Inst 0.717

Gemma-2-2B-IT 0.348
Gemma-2-9B-IT 0.675
Gemma-2-27B-IT 0.668

Aya-23-8B 0.409
Command-R-Plus 0.710

Mistral-7B-Instruct-v0.3 0.149
Mistral-Nemo 0.448
Mixtral-8x22B-Instruct 0.388

Qwen-2.5-72B-Instruct 0.619

Persian Fine-Tuned Models

PersianMind v1.0 0.033
Dorna-LLaMA3-8B-Instruct 0.440

Human Performance 0.930

Table 3: The accuracy of different LLMs from different
types and families on the dataset. We report macro accu-
racy across the categories. Models are divided into three
types: closed- and open-weight, and Persian-specific.

4 Experiments

We perform a comprehensive series of evalua-
tions on our dataset using state-of-the-art closed-
source and open-weight models, as depicted in Fig-
ure 4. We also assess two Persian open-weight
LLMs, namely PersianMind-v1.0 (Rostami et al.,
2024) and PartAI Dorna-Llama3-8B-Instruct (Par-
tAI, 2024), which are aimed to enhance Persian
language and cultural understanding by further pre-
training & fine-tuning on corpora with dominant
Persian data. To ensure the reproducibility of our
experiments, all models utilize zero temperature
and allowed to generate up to their maximum gener-
ation length. We employ the same prompts for each
question across all models, which can be found in
Appendix C.1 The results are presented in Table 3.2

1Most of the models are evaluated using their APIs. In
instances where a model is not hosted on an API service, it
is deployed on a NVIDIA GeForce RTX 3090 GPU and load
with either BF16 or FP16 precision.

2Given the dataset’s balanced nature, macro and micro
accuracy metrics are in a similar range.

Figure 4: The accuracy on PERCUL for different fami-
lies of models against their number of parameters.

According to our findings, the best-performing
model on PERCUL is Anthropic Sonnet 3.5, with
an accuracy of 81.7% (which is still 11.3% lower
than the human baseline of 93%). No open-weight
model is present among top five best-performing
models. The best performing open-weight model
is LlaMA-3.1-405B-Inst with a performance of
71.7%. The average accuracy for closed-source
and open-weight models are 68.5% and 40.7%, re-
spectively.

Accuracy and model size. Figure 4 shows the
performance variation of models with their size (in
terms of parameters). As can be seen, there is a
clear positive correlation between the number of
parameters and the accuracy of models within each
model family. However, this relationship does not
hold across different families. For instance, LLaMa
3.1 405B, while being the top model in the LLaMa
family, its performance is close to Command-R-
Plus, despite being nearly four times larger. Sim-
ilarly, Gemma 2 9B’s, which is comparable in ac-
curacy to models 10x and 40x larger in terms of
parameter count. These differences imply that ar-
chitectural advancements and data efficiency might
have a more substantial impact than mere size. As
Persian was not the target language for any of these
multilingual LLMs, this outcome is expected due
to the unknown quantity and quality of Persian data
in their training set.
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Figure 5: The performance of different models across the 11 cultural categories in PERCUL.

Persian (fine-tuned) models. Another interest-
ing observation, as depicted in Figure 6, is the
negative impact of fine-tuning on Persian models.
Both Persian models exhibited lower performance
compared to their corresponding base models. Al-
though it’s fair to note that PersianMind refused
to answer most of the questions by stating ”The
answer is not available in the provided options”.
This could be attributed to the quality of the fine-
tuning data which may have introduced noise or
caused overfitting, resulting in a decline in the mod-
els’ ability to generalize effectively. This finding
prompts further investigation into the quality and
relevance of the fine-tuning data, which we propose
as a direction for future research.

4.1 Accuracy per category

Figure 5 shows performance of the models across
the 11 cultural categories. Among these, music
proves to be the most challenging, with the re-
spective accuracies of 56.2% and 59.4% for 3.5-
Sonnet and the best performing model on that
category (Gemini Pro 1.5). In contrast, rituals
is the least difficult, with three models crossing

Figure 6: The impact of fine-tuning on Persian-specific
models (both these models are the fine-tuned versions
of Llama models).

over the 90% performance (3.5 Sonnet, GPT 4o,
and 3 Opus). In general, we find that models
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Figure 7: The degradation of best-performing models
after dataset translation.

from the same family exhibit higher performance
correlations (0.895 ± 0.186) compared to corre-
lations between models from different providers
(0.576 ± 0.223). Also, there is a very high cor-
relation between the accuracy of models in each
category and the overall performance over all cate-
gories (0.94 or above for all categories).

4.2 Impact of Translation

Since Persian is not a target language for most of
these multilingual LLMs and their training corpora
is predominantly English-based, one might assume
that translating our stories into English could en-
hance these models’ performances. We investigate
the impact of translation on model performance to
determine if they rely on translation as a proxy for
understanding or have directly learned the concepts
in the target language. To ensure the translation
quality, we experiment with both Google Trans-
late API and GPT 4o. After careful investigation,
we opted for GPT 4o given that it provided higher
quality translations from Persian to English. Fig-
ure 7 displays the results for the best model in top-
performing families, as evaluated using the English
translation of the dataset. As can be seen, the accu-
racy of these models decreases by 6.6% to 14.5%
on the translated dataset. To delve deeper into the
reasons for this decline, we manually examine the
results of Sonnet 3.5 (the best performing model) in
both the original Persian and the translated samples.
Having two sets of answers for these models, let’s
denote the set of correct answers in Persian as P
and that for English as E. Then, P −E represents
a set of answers where the model initially provided
the correct answer but failed when the question was
translated. To investigate the cause, we categorized
the items in this set into three classes:

• Nearly 19% of the samples are correctly trans-
lated, but cultural nuances are lost in the pro-
cess. For instance, the concept of respecting
bread holds significant meaning in Persian
culture, but there is no direct equivalent in
Western cultures, leading to loss in the bench-
marking.

• Approximately 27% of the samples encounter
translation errors due to the lack of cultural
equivalents in Western context. A notable
example is the Persian culture’s specific ter-
minology for various bowls used for sugar
powder, sugar cubes, and nabat (Persian crys-
tal sugar). In translation, these distinct terms
are generalized as a single “sugar bowl,” fail-
ing to capture the cultural specificity of the
original text.

• The remaining 54% of the samples, despite
being accurately translated into English, are
answered incorrectly by the model.

Conversely, we identify a smaller set E −P where
the translated samples are answered correctly by
the model, while the original samples are not.
These discrepancies can be attributed to the addi-
tional contextual information provided during the
translation process. For instance, the term Tombak
is translated to Tombak (a type of Persian drum),
or Abgoosht as Abgoosht (Persian lamb stew). The
inclusion of these descriptive phrases in the trans-
lation offers valuable clues that enable the LLMs
to infer the correct answers more easily.

4.3 Distraction Analysis
To gain deeper insights into common failure pat-
terns of LLMs concerning their understanding of
Persian culture, we examine the distraction choices
in PERCUL and their success in deceiving the mod-
els. For this analysis, we evaluate how heuristic
rules are distributed within each category (refer to
Appendix E for full model distributions) and con-
sider how often a rule is chosen for its category as
a measure of its effectiveness.

The effectiveness, distribution of heuristic rules
within each category, of distractor options created
by different heuristic rules in misleading models
over different cultural categories.

Our analysis across cultural categories (Figure 8)
shows that heuristic rule 1 (Partial Correctness)
was consistently the most effective in misleading
models. R1 creates options that are either partially
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Figure 8: The impact and distribution of heuristic rules
within each category, representing the effectiveness of
each of them in misleading models. UA represent op-
tions with complete rewrote by annotators.

correct or contain elements from the story but are
ultimately incorrect. Its effectiveness stems from
the fact that models often rely on surface-level se-
mantic similarities rather than deeper cultural im-
plications. When faced with partially correct yet
incomplete information, models frequently select
these seemingly plausible but incorrect options. To
illustrate this, consider the following example story
from PerCul:

On a warm summer night, the people of a
small village by the sea had gathered to-
gether. The sound of drums and various
instruments was in the air, and everyone
was dancing together. An old man with
a white beard and eyes full of memories
was sitting in a corner, smiling at the
young people who were enthusiastically
responding to the sound of music. Chil-
dren were running happily among the
crowd, and women were dancing beauti-
fully in their colorful dresses. From time
to time, the sound of a flute could be
heard, giving the crowd a special atmo-
sphere. These celebrations were always
an excuse to get together and have fun,
and no one wanted these beautiful mo-
ments to end.

In this example, models were asked to identify what
cultural concept in the Music category is implied.
The correct answer is “Bandari music”, a distinc-
tive genre of Persian music and dance, which is
traditionally associated with the southern coastal
regions of Iran. The presented distractor options to
models are:

• R1 (Partial Correctness): “Traditional coastal
dance”

• R2 (Misinterpretation): “Rural wedding cele-
bration”

• R3 (Unrelated Fact): “Any type of Persian
music”

Models selecting R1 recognized the coastal set-
ting and dancing but failed to connect it specifi-
cally to “Bandari music,” instead offering a partial
surface-level response. R2, which models selected
by misinterpreting the question, focused on the
event rather than the cultural element. These find-
ings highlight a limitation in LLMs: they often
rely on surface-level details rather than synthesiz-
ing contextual clues to identify specific cultural
traditions. This pattern is consistent across all 11
cultural categories and underscores a broader chal-
lenge in cultural understanding for current models.
Additional examples are provided in Appendix F.

5 Conclusion

In this paper, we introduced PERCUL, a carefully
curated dataset designed to assess LLMs’ sensi-
tivity towards Persian culture. Our dataset is non-
trivial, as it employs implied concepts within con-
versations or story scenarios, rendering translation
ineffective for solving our benchmark. The experi-
ments demonstrated a significant performance gap
between open-weight and closed-source LLMs for
Persian culture. We also showed that the knowl-
edge of Persian culture in LLMs is not dependent
on the number of parameters when comparing inter-
family models, whereas parameter count plays a
crucial role in intra-family models. Lastly, our
experiments revealed that current state-of-the-art
Persian-specific LLMs fall short and even degrade
in performance, when compared to their original
base models, emphasizing the need for more effec-
tive methods, models, and higher-quality datasets
to train Persian-specific LLMs. For future research,
we suggest studying LLMs based on the final level
of culture, namely informal level, where categories
are more subjective. One potential approach could
involve assigning personalities to each LLM and
observing their behavior in a simulated environ-
ment to evaluate the third level of cultural under-
standing.
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Limitations

During our research, we aimed to include annota-
tors from diverse backgrounds and cities, but the
majority were university students, which may intro-
duce bias towards the Persian academic community
and potentially limit the cultural knowledge cap-
tured in the dataset. Due to the inability to host
most state-of-the-art LLMs locally, we relied on
APIs to benchmark these models, restricting us to
a specific set of models. While we managed to
benchmark many SOTA models, the list is not ex-
haustive. Despite our efforts to encompass various
aspects of Persian culture, there remain untapped
areas such as individualism and communication
that are not addressed in this work. These informal
aspects of culture are inherently subjective and are
hard to capture in the medium of text.

Ethics Statement

This work presents various aspects of Persian cul-
ture through illustrative situations. While these
aspects and their examples are gathered by a di-
verse group of Persian annotators and validated by
another group, adhering to a carefully crafted man-
ifesto, it is not entirely free from bias. Some sec-
tions of the dataset, particularly those concerning
social norms and behaviors, contain information
that mirrors the current state of Persian culture, re-
gardless of whether it is unpleasant or criticized by
new social movements. We included such content
for the sake of comprehensiveness, and it does not
necessarily reflect the authors’ opinions on these
matters.
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Sex PoB Age Education

Female Isfahan 28 PhD Student
Male Yazd 28 MSc Student
Male Kashan 27 MSc Student
Male Shiraz 27 MSc Student
Male Behbahan 25 MSc Student
Female Karaj 24 MSc Student
Male Shiraz 24 MSc Student
Male Shiraz 23 MSc Student
Female Tehran 18 Student

Table 4: Education and Demographic Data of Partici-
pants.

A Annotators

This section provides information about the eight
Persian participants involved in the annotation pro-
cess. The annotators vary in age (18-28 years),
gender (3 female, 5 male), and come from different
cities across Iran. Most participants are pursuing
graduate studies, with one high school student and
one doctoral candidate. Table 4 presents the de-
tailed demographic information of our annotators,
including their sex, place of birth (PoB), age, and
educational background.

B Annotation Guidelines

This section outlines the detailed guidelines pro-
vided to annotators for different phases of our data
creation and evaluation process.

B.1 Seed Topic Generation
This phase involves the creation of seed topics
across 11 Persian cultural categories. These topics
serve as foundational elements for story genera-
tion using large language models (LLMs). The
following guidelines should be followed:

• Select topics that are broadly representative
of Persian culture, avoiding those specific to
regional subcultures

• Choose topics with cultural distinctiveness,
rather than universal or generic themes

• Ensure each topic is unique and distinguish-
able from others in the dataset

• Focus on enduring cultural elements that are
neither too historical nor too contemporary

B.2 Facet Identification
This phase involves identifying and defining key
facets within each cultural category. These facets

serve as structured characteristics that describe
each seed topic in detail. For example, when ex-
amining foods, facets might include preparation
methods, cultural significance, and traditional serv-
ing contexts. The following guidelines should be
followed:

• Define facets comprehensively to account for
potential LLM knowledge gaps

• Include distinctive features that can facilitate
unique story generation

• Maintain brevity and clarity in facet descrip-
tions

• Rely solely on human knowledge, LLM-
generated content is not allowed

B.3 Metadata Creation

This phase involves creating detailed metadata to
ground LLMs during story generation. This meta-
data serves as factual foundation to prevent halluci-
nations and ensure cultural accuracy in generated
stories. Here are the guidelines to follow:

• Ensure metadata differentiates seed topics
within a category

• Provide sufficient clues to allow metadata in-
ference from stories

• Avoid using LLMs for data generation

• Use Google sparingly and only when meta-
data cannot be filled with certainty

• Minimize reliance on Wikipedia due to LLM
exposure

• Maintain precision and conciseness in meta-
data

B.4 Distractor Choice Selection

This phase involves evaluating and selecting dis-
tractor options generated by LLMs. The selection
process uses six predefined heuristic rules to ensure
quality and diversity of multiple-choice options.
The following points should be considered:

• Try to choose distractors that represent differ-
ent heuristic categories

• Apply consistent selection criteria based on
provided rule definitions
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• Ensure selected distractors are appropriate for
Persian cultural knowledge

• Avoid redundant or overlapping options in the
final selection

B.5 Human Baseline Generation
This phase involves determining cultural concepts
that are implied in short stories. Each story in-
directly references a Persian cultural element, ac-
companied by a comprehension question and four
answer options targeting the implied concept. The
following guidelines should be followed:

• Base your answer on personal knowledge
without LLM assistance

• Limit internet research to essential fact verifi-
cation

• Select the most precise option when multiple
choices appear partially correct

C Prompts

In this section, we have prompts that was used
for LLM generation and benchmarking in different
steps of the work shown in Figure 9, Figure 10 and
Figure 11.

Figure 9: Prompt used for benchmarking different
LLMs.

Figure 10: Prompt used for Story Generation.

Figure 11: Prompt used for distractor generation.

D User Interfaces

We have developed various user interfaces for vari-
ous steps of our work. Some of them are shown in
Figures 12, 13 and 14.

E Full Benchmark Results

This appendix includes important visual and tabu-
lar data that complement our analysis. Figure 15
provides a graphical representation of the perfor-
mance metrics of the flagship member from each
model family across various categories. Figure 16
presents the full heatmap on the effectiveness of dis-
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Figure 12: User interface for human baseline bench-
marking on the dataset. Participants are presented with a
story implying a cultural concept, followed by a compre-
hension question about the concept and multiple-choice
options. The task requires users to select the most ap-
propriate answer based on the annotation guidelines
provided.

Figure 13: User interface for distractor selection. Par-
ticipants are presented with 12 choices (2 generated per
heuristic rule) and are tasked with selecting 3 distractors.
Users can either choose from the provided options or
add a new distractor manually if necessary.

tractor options created by different heuristic rules in
misleading models. Furthermore, Table 5 presents
a comprehensive comparison of the accuracy of all
models evaluated across all categories. These refer-
ences highlight the detailed performance insights

Figure 14: User interface for story selection and refine-
ment task. Users are presented with two story variants
generated from the same seed topic by different lan-
guage models (Sonnet-3.5 and GPT-4o), along with
default options and correct responses. Users can edit
the content, select their preferred variant, and indicate if
they made any modifications to the generated text. The
source model for each variant is not disclosed to users
during the task.

of our study.

Figure 15: Radar Chart for best performing models of
each family across categories.
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Figure 16: Full heatmap on the effectiveness of distractor options created by different heuristic rules in misleading
models.

F Distractor Analysis Examples

Here we go over some examples of distractors, cor-
responding stories and the distracted explanations
of models.
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Story Option (Rule) Model Distraction Description
On a warm summer night, the people of a
small village by the sea had gathered
together. The sound of drums and various
instruments was in the air, and everyone was
dancing together. An old man with a white
beard and eyes full of memories was sitting
in a corner, smiling at the young people who
were enthusiastically responding to the
sound of music. Children were running
happily among the crowd, and women were
dancing beautifully in their colorful dresses.
From time to time, the sound of a flute could
be heard, giving the crowd a special
atmosphere. These celebrations were always
an excuse to get together and have fun, and
no one wanted these beautiful moments to
end.

Rural wedding cel-
ebration (R2)

This rural wedding celebration was an ex-
cuse to be together and celebrate, and no one
wanted these beautiful moments to end.

Traditional coastal
dance (R1)

This is a description of a traditional coastal
dance and indicates that the associated choice
number is 2.

Traditional Iranian
music (R3)

According to the description of the text, the
elements of traditional Iranian music and cul-
ture that can be understood are traditional
Iranian music. The text refers to the sound of
drums, various instruments, and the neyban,
all of which are considered part of traditional
Iranian music.

Bandari music
(Correct)

-

With a kind smile, the grandmother put a
large pot on the stove and started cooking. A
pleasant smell filled the house. She patiently
stirred the contents of the pot. The soft,
cooked grains that were the main feature of
this soup were mixed with fragrant
vegetables. The grandchildren eagerly
waited for the hot and nutritious food to be
prepared. The grandmother brought the clay
bowls and carefully poured the contents of
the pot into them. Then she added some
delicious white liquid along with garlic to
each bowl, which doubled the taste of the
food. Everyone gathered around the table to
enjoy this traditional and special dish.

Sirdagh (R3) Sirdagh is relevant to Iranian culture and
daily life.

Abgousht (R2) No model was distracted with this option

Doogh Ash (R4) Based on the textual descriptions, it seems
that the dish that the grandmother is cook-
ing is a type of soup. The reference to soft,
cooked grains, aromatic vegetables, and the
addition of a white liquid (probably doogh or
curd) and garlic at the end all indicate doogh
soup. Doogh soup is one of the traditional
and popular types of soup in Iranian food cul-
ture.

Barley Ash (Cor-
rect)

-

Isfahani grandmother was meticulously
preparing a special meal for the family. She
first cooked the meat with onions and a little
turmeric, then pounded it well until it was
soft and tender. In another pot, she put a
mixture of dairy and eggs on low heat,
stirring constantly until it reached a
consistency. When the mixture came to a
boil, she added the pounded meat to it and
stirred patiently until the ingredients were
thoroughly mixed and elastic. Finally, she
added a little saffron and rose water to give
the food a pleasant aroma. She put the food
in the refrigerator to cool and be ready for
the evening. The grandchildren were eagerly
waiting to enjoy this special and cool meal
with almond slices on top.

Eggplant Curd
(R3)

No model was distracted with this option

Isfahani Khoresht
Gheymeh (R5)

Given the description of preparing the
food with ingredients such as meat, onion,
turmeric, dairy, eggs, saffron, and rose wa-
ter, this dish appears to be Isfahani Gheemeh
Stew, which is one of the traditional and pop-
ular dishes in Iranian culture and daily life.

Fesenjan (R4) No model was distracted using this option

Khoresht Mast
(Correct)

-

Table 6: Examples of stories used in cultural evaluation with their corresponding options and model distraction
descriptions.
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