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Abstract
Recent advancements in instruction fine-
tuning, alignment methods such as reinforce-
ment learning from human feedback (RLHF),
and optimization techniques like direct pref-
erence optimization (DPO), have significantly
enhanced the adaptability of large language
models (LLMs) to user preferences. However,
despite these innovations, many LLMs con-
tinue to exhibit biases toward Western, Anglo-
centric, or American cultures, with perfor-
mance on English data consistently surpassing
that of other languages. This reveals a persis-
tent cultural gap in LLMs, which complicates
their ability to accurately process culturally
rich and diverse figurative language, such as
proverbs. To address this, we introduce Jawa-
her, a benchmark designed to assess LLMs’
capacity to comprehend and interpret Arabic
proverbs. Jawaher includes proverbs from vari-
ous Arabic dialects, along with idiomatic trans-
lations and explanations. Through extensive
evaluations of both open- and closed-source
models, we find that while LLMs can gen-
erate idiomatically accurate translations, they
struggle with producing culturally nuanced and
contextually relevant explanations. These find-
ings highlight the need for ongoing model re-
finement and dataset expansion to bridge the
cultural gap in figurative language process-
ing. Project GitHub page is accessible at:
https://github.com/UBC-NLP/jawaher.

1 Introduction

Instruction fine-tuning (Chung et al., 2024) has
significantly enhanced the creativity and customiz-
ability of LLMs, while alignment techniques, such
as RLHF (Ouyang et al., 2022) and DPO (Rafailov
et al., 2024), have improved the ability of these
models to align with user preferences. The vast
reservoir of cultural knowledge embedded within
LLMs, combined with the potential of these align-
ment techniques, has sparked interest in how LLMs

* Equal contribution

Figure 1: Overview of the Jawaher benchmark, fea-
turing Arabic proverbs along with their idiomatic
translations and explanations in both English and
Arabic; for instance, the Libyan proverb Ln��� d�¤
 Ab`� whose literal meaning is "the son of a snake is a
serpent", is explained as conveying the idea that "like
father, like son in terms of bad behavior and twisted
character".

can reflect specific human values and personas
across different cultures (Gupta et al., 2023; Kovač
et al., 2023).

Figurative (i.e., non-literal) language (Fussell
and Moss, 2008; Shutova, 2011; Gibbs and Col-
ston, 2012) rich with implicit cultural references,
varies significantly across cultures and relies on
shared cultural knowledge. Differences in figu-
rative expressions between languages often arise
from unique cultural values, historical context,
and other regional factors. Thus, understanding
figurative language depends on grasping cultur-
ally significant concepts and their associated sen-
timents (Kabra et al., 2023). To ensure LLMs are
inclusive and deployable across regions and ap-
plications, it is essential for these models to func-
tion adequately in diverse cultural contexts (Adi-
lazuarda et al., 2024). Among common types of
figurative language, proverbs are a key form of
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cultural expression, encapsulating diverse areas of
human knowledge and experience (González Rey,
2002; Mieder, 2004). Despite their widespread use,
proverbs are linguistically complex due to their cul-
tural significance and structure, exhibiting notable
lexical and syntactic variations (Chacoto, 1994),
making their automatic identification in text chal-
lenging for NLP systems.

Recent research aiming to study cultural rep-
resentation and inclusion in LLMs has found that
many models remain strongly biased towards West-
ern, Anglo-centric, or American cultures, with
performance on English data still surpassing that
of other languages (Dwivedi et al., 2023; Adi-
lazuarda et al., 2024). This highlights the existence
of significant ‘culture gaps’ (Liu et al., 2023) in
LLMs, which further complicate their ability to
accurately handle culturally rich and diverse forms
like proverbs. In this paper, we make several contri-
butions toward closing the cultural gap in LLMs by
introducing Jawaher, which facilitates the building
and assessment of models designed to understand
figurative language, specifically Arabic proverbs,
as follows:

(i) Jawaher: a new benchmark for figurative
language understanding of Arabic proverbs. Jawa-
her comprises 10,037 high-quality Arabic proverbs
with multidialectal coverage across 20 varieties, of-
fering a rich and diverse collection representative
of a wide range of Arab countries (Section 3). The
proverbs are paired with idiomatic translations and
explanations in English (Section 3.2) that cover
different themes and cultural context (Section 3.1).
Figure 1 illustrates the pairing of proverbs in Jawa-
her with their translation and explanations.

(ii) Comprehensive experiments to assess
Jawaher’s usefulness towards building models
that understand Arabic proverbs. We conduct
a comprehensive set of experiments using both
open- and closed- source models to test their abil-
ities in interpreting, contextualizing, and translat-
ing these proverbs (Section 4.1). We propose ex-
tensive automatic and human evaluation to assess
model understanding across our proposed tasks
(Section 4.2). We find that while models gener-
ally perform well on translation tasks—producing
idiomatically correct outputs—they struggle signif-
icantly with explanation tasks, particularly in cap-
turing the cultural nuances, historical context, and
deeper figurative meanings behind Arabic proverbs.
Although closed-source models outperform open-
source models, both still face notable limitations

in clarity, cultural relevance, and detail in expla-
nations, revealing a substantial gap in fully un-
derstanding and conveying the richness of Arabic
proverbs (Section 5).

2 Related Works

Figurative Language. Prior work on figurative
language understanding has covered a wide
range of topics, including simile detection and
generation (Niculae and Danescu-Niculescu-Mizil,
2014; Mpouli, 2017; Zeng et al., 2020). Results
show that, although language models can often
recognize non-literal language and may attend
to it less, they still struggle to fully capture the
implied meaning of such phrases (Shwartz and
Dagan, 2019). This has led to more recent studies
shifting toward tasks focused on comprehending
figurative language (Chakrabarty et al., 2022; He
et al., 2022; Prystawski et al., 2022; Jang et al.,
2023). Efforts in dataset and task development
have focused on diverse tasks such as recognizing
textual entailment, multilingual understanding,
and figurative language beyond text (Liu et al.,
2023; Yosef et al., 2023; Saakyan et al., 2024).
However, the lack of comprehensive datasets
focusing on figurative language, particularly
Arabic proverbs, limits the ability to thoroughly
evaluate LLMs’ cultural awareness and their true
understanding of culturally embedded non-literal
expressions, further motivating our work. More
details regarding dataset and task development
on figurative language are provided in Appendix A.

Arabic Proverbs. Proverbs are essential
repositories of cultural values and historical
experiences, conveying general truths or advice
using non-literal language (Kuhareva, 2008; Brosh,
2013; Mieder, 2021). Despite their apparent
simplicity, proverbs are complex linguistic and
cultural products (Mieder, 2007), marked by
distinct features that set them apart from ordinary
language (Mieder, 2004; Tursunov, 2022). Arabic
uniquely maintains a well-defined link between
past and present in its linguistic and cultural tradi-
tions (Versteegh, 2014). Arabic proverbs, rooted in
diverse dialects, reflect this continuity, showcasing
not only the linguistic richness of the language
but also the cultural, historical, and social values
of different communities (Karoui et al., 2015;
Elmitwally and Alsayat, 2020). More details on
the cultural significance and linguistic complexity
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of Arabic proverbs are available in the Appendix B.

Cultural LLM. LLMs have attracted substantial
interest in sociocultural studies, particularly regard-
ing their performance across diverse cultural con-
texts (Gupta et al., 2023; Kovač et al., 2023). Re-
search has increasingly uncovered a cultural gap,
demonstrating that many models are biased to-
ward Western, Anglo-centric perspectives (Johnson
et al., 2022; Liu et al., 2023). These biases impact
linguistic-cultural interactions and challenge value-
based objectives (Johnson et al., 2022; Durmus
et al., 2023). Efforts to address this include mul-
tilingual QA (Kabra et al., 2023), cross-cultural
translation (Singh et al., 2024), and culturally di-
verse dataset creation (Ji et al., 2024; Qian et al.,
2024), all aiming to improve multilingual adapta-
tion and cultural alignment in LLMs.

3 Jawaher

Jawaher consists of Arabic proverbs paired with
their idiomatic or literal English translations, along
with explanations in both Arabic and English, cov-
ering 20 different Arabic varieties. Below, we
outline the analysis of Jawaher, focusing on its
coverage of dialects, themes, cultural context, and
the tasks it facilitates.

3.1 Jawaher Analysis

Dialect Representation. Data in Jawaher is man-
ually curated by four native Arabic speakers with
strong linguistic expertise. The four annotators
come from Egypt (two annotators), Mauritania,
and Morocco. During data collection, they con-
sulted with native speakers from other countries
such as Jordan, Syria, and the United Arab Emi-
rates (UAE) to ensure a diverse and authentic rep-
resentation of proverbs from countries across the
Arab world. We acquire data from publicly avail-
able online resources and carefully verify the ori-
gins of proverbs to confirm that they truly reflect
their respective cultural heritage. Figure 2 shows
the geographical distribution of the countries cov-
ered in Jawaher, highlighting the dataset’s regional
diversity. Modern Standard Arabic (MSA), a pan-
Arabic variety not tied to any specific region, is ex-
cluded to better showcase the thematic distribution
of proverbs across distinct Arab dialects and re-
gions. Below is a list of all covered countries, cate-
gorized by dialect group and region: Gulf Dialects:
Bahraini, Emirati, Kuwaiti, Omani, Qatari, and

Figure 2: Choropleth map showing the geographical
distribution of Arabic varieties covered in Jawaher.
Color intensity represents the percentage of proverbs
collected from each region, with darker shades indi-
cating higher concentrations.

Iraqi; Levantine Dialects: Jordanian, Lebanese,
Palestinian, and Syrian; North African Dialects:
Algerian, Libyan, Mauritanian, Moroccan, and
Tunisian; Arabian Peninsula: Yemeni and Saudi;
and Nile Basin: Egyptian and Sudanese.
Theme Classification. Popular proverbs in Arab
countries address various aspects of daily life, serv-
ing as an important source of folk culture while re-
flecting the historical, religious, and societal values
of their users. These proverbs often reveal insights
into the evolution of civilization and sometimes ref-
erence specific events or beliefs related to human
existence. Dominant themes frequently incorpo-
rate elements such as animals, food, and other cul-
turally significant symbols, to reflect the unique na-
ture and heritage of Arab societies (Farghal, 2021).

We analyze the themes present in Jawaher by
collecting embeddings of each proverb using a
multilingual text embedding model1 (Wang et al.,
2024). and perform UMAP visualization on the
collected data. Figure 3 reveals groupings rep-
resenting different themes, such as food, mother,
children, and eye. Upon inspection, these group-
ings not only bring sentences together by thematic
content but also highlight cultural traits specific
to each language or variety. ‘Body parts’ emerges
as a recurring theme, as seen in proverbs from
Palestinian, Syrian, and Kuwaiti dialects, where
references to ‘eyes’ convey both literal meanings
and deeper cultural values. The Omani proverb
AJA�  Aym`�� Yl� Cw�±� (Among the blind, the one-
eyed is a king) emphasizes how a person who has
one flaw thinks that he is better than someone who
has many flaws, as he is better than them. In the
Syrian proverb Er�� �¤Aqt� A� �y� (An eye cannot
resist an awl), we see a metaphor for vulnerability,

1https://huggingface.co/intfloat/
multilingual-e5-large
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Figure 3: UMAP visualization of proverb embeddings, showing clusters corresponding to four key themes: Food,
Mother, Children, and Eyes. Proverbs are grouped based on thematic and cultural similarities across various
Arab dialects.

underscoring the inevitability of hardship. Mean-
while, the Kuwaiti proverb ¢ny� ��w� ¢nyJ �w� (On
top of his ugliness, he is brazen) reflects disdain
for arrogance despite flaws, emphasizing cultural
disapproval of audacity without merit. These exam-
ples illustrate how proverbs portray unique cultural
traits specific to each society through distinct lin-
guistic expressions.

Cultural Context. Culture is an integral aspect
of language and is crucial for understanding peo-
ple’s backgrounds and social interactions. With-
out this context, the nuanced messages and sym-
bolic references in proverbs may be lost or mis-
interpreted (Webster, 2000). In structure map-
ping theory (Gentner, 1983), figurative language
involves comparing a source and target concept,
and Arab proverbs often use this mechanism to
draw on shared cultural experiences across Arab
societies (Kabra et al., 2023; Hamdan et al., 2023).
The cultural context in Arabic proverbs is thus
essential for interpreting their true meanings and
appreciating their significance (Bakalla, 2023).

As illustrated above, certain themes reflect
shared cultural experiences across the Arab world,
while the expressions used to convey these themes
vary across dialects. To further demonstrate the
distinctiveness and connections between proverbs,
we plot sentence-level representations using Kernel

Density Estimate (KDE) (dimensionality reduction
to two components using tSNE (van der Maaten
and Hinton, 2008) using sentence embeddings de-
scribed above. Figure 4 illustrates both shared
cultural themes and regional variation across Ara-
bic dialects. Notably, while the central dense
areas in all subfigures reflect common cultural
values, certain groups show distinct distributions.
Proverbs from Gulf dialects, including Bahraini
(BAH), Kuwaiti (KUW), and Qatari (QAT), ex-
hibit substantial overlap, reflecting shared cultural
and linguistic traditions within the region. Lev-
antine dialects demonstrate strong cohesion, with
Jordanian (JOR), Lebanese (LEB), and Palestinian
(PAL) proverbs clustering closely, indicating deep
cultural interconnections. North African dialects
display greater dispersion, particularly among Al-
gerian (ALG), Mauritanian (MAU), and Tunisian
(TUN) proverbs, suggesting linguistic diversity
within this region. The Arabic Peninsula and
Nile Basin groups, represented by Saudi (SAU)
and Yemeni (YEM) dialects, and Egyptian (EGY)
and Sudanese (SUD) dialects, respectively, exhibit
unique patterns that may reflect historical and soci-
olinguistic factors.
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Figure 4: KDE plots of proverb embeddings from various Arabic dialects, highlighting both shared cultural
themes and regional variations among Gulf, Levantine, North African, Arabian Peninsula and Nile Basin di-
alects.

3.2 Task Representation

Each proverb in Jawaher is represented with (a)
an idiomatic, literal English translation, or English
meaning, (b) an explanation in Arabic, and (c) an
explanation in English. The explanations include
stories detailing the themes and contexts in which
the proverb is commonly used. Explanations, as
such, enhance understanding and provide deeper
insights into the meanings and cultural significance
of proverbs.

To ensure high data quality, entries underwent
dual annotation, consensus resolution of discrepan-
cies, and pilot testing to identify and correct any
annotation issues. More details regarding the qual-
ity assurance of data are provided in Appendix G.
Translation of Proverbs. In Jawaher, we provide
translations of a total of 4,334 Arabic proverbs, of-
fering different types of translations. All proverbs
and their explanations were manually translated
by a professional translator to ensure high qual-
ity and accurate representation of their meanings.
Subsequently, two additional professional transla-
tors reviewed and revised the translations to ver-
ify their correctness and ensure they were cor-
rectly expressed idiomatically. We provide three
types of translations of the proverbs: First, we
provide (1) English equivalents for 1, 289 Arabic

proverbs—these are similar idiomatic and figura-
tive expressions in English. Since proverbs are
inherently idiomatic, their translations should use
common phrases and expressions of the target
language (Baker, 2018; Gorjian, 2024), even if
that means diverging from a literal translation to
better capture the original’s figurative or stylistic
essence. Then, we offer (2) 840 English meanings
of proverbs by paraphrasing them when English
equivalent translations were not available. Finally,
we provide (3) 2, 205 literal translations. Idiomatic
expressions like proverbs are notoriously difficult
to translate accurately (Gorjian, 2024). When di-
rect equivalents in the target language are unavail-
able, translators resorted to providing literal trans-
lations. We believe that the inclusion of literal
translations is essential in our work as it allows
understanding the original wording and cultural
nuances of the proverbs, which may not be fully
captured through idiomatic or equivalent transla-
tions alone.
Arabic Explanation. Our dataset includes 3, 764
Arabic explanations that cover the stories behind
the proverbs, how the proverbs are used in cer-
tain dialects, and the different situations in which
these proverbs may be employed. Furthermore,
for certain dialects such as Lebanese, and Omani,
explanations include meanings of unusual words
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to provide more information for the reader to un-
derstand what these words mean in MSA.
English Explanation. Jawaher includes 2, 500
human-translated English explanations of Arabic
proverbs. These explanations cover proverbs with
historical backgrounds or cultural stories from the
Arab world, and we aim to have these explana-
tions accurately convey the meanings behind the
proverbs.

Full statistics for each task and examples across
all dialects are provided in the Appendix C.

4 Experimental Setup

We evaluate Jawaher using both open- and
closed-source state-of-the-art multilingual LLMs
(mLLMs) to assess their abilities across our pro-
posed tasks. The models are tested in a zero-shot
setting (Sanh et al., 2021), allowing us to evaluate
their inherent capacity to interpret, explain, and
contextualize Arabic proverbs. To achieve this, we
create a universal prompt template in English: (1)
We set the role of the model as a language expert
with deep knowledge of Arabic proverbs, cultural
history, and literary meanings. (2) We deliver the
test input to the model to produce the output. (3)
We provide the name of the task that needs to be
performed. (4) We specify the context, asking to
include any relevant background stories or cultural
context that could be helpful for explanations on
the tasks. (5) Finally, we define what should be the
expected outcome of the model. The prompt used
to evaluate mLLMs can be found in Figure 5.

4.1 Models

Open Source. For open- source mLLMs,
we evaluate two models from the Llama 3 fam-
ily (Dubey et al., 2024): Llama-3.1-8B-Instruct,
Llama-3.2-3B-Instruct, and Google’s
Gemma-2-9B-it (Team et al., 2024). These
models were chosen for their varying sizes and
multilingual capabilities, including support for
Arabic.
Closed Source. We experiment with the following
closed- source leading mLLMs: GPT-4o (Achiam
et al., 2023), Gemini 1.5 Pro (Reid et al., 2024),
Claude 3.5 Sonnet,2 and Cohere Command R+.3

2https://www.anthropic.com/claude-3-5-sonnet
3https://docs.cohere.com/docs/command-r-plus

Figure 5: Designed prompt used to test model’s per-
formance on Jawaher.

4.2 Evaluation setup

To evaluate the aforementioned models, we sam-
ple ten examples from each dialect and prompt
the model using our crafted prompt. Below, we
describe the automatic metrics and criteria we em-
ploy for human evaluation in order to assess the
model’s capabilities to understand and interpret
the figurative language of Arabic proverbs across
multiple dialects and cultural contexts.
Automatic Evaluation. We use BLEURT (Sel-
lam et al., 2020) and BERTScore (Zhang et al.,
2019) to judge the quality of explanations and
translations. These metrics compute token sim-
ilarity using contextual embeddings instead of ex-
act matches, making them appropriate for measur-
ing fluency and conveying the reference’s meaning.
Since BLEURT is calculated at the sentence level,
we average these scores over the entire test set and
report the final score on a scale between 0 and 100.
BLEURT also only supports English; therefore, we
only evaluate English-related tasks on BLEURT.
For BERTScore, we report only the F1 score. Full
scores can be found in Appendix E.
Human Evaluation. Along with automatic eval-
uation, we conduct human evaluation to assess
model performance. We develop evaluation cri-
teria tailored to the nature of our tasks. Human
evaluation is carried out by two expert annotators,
both holding degrees in linguistics and translation
studies, to ensure the accuracy and consistency of
the evaluation criteria. For the first task, transla-
tion, we assess the models based on accuracy and
idiomaticity, as the task inherently involves figura-
tive language. Our goal is to determine how well
the models understand the figurative aspects of the
proverbs, translate them correctly, and convey their
intended meanings. For the second task, provid-
ing explanations in both Arabic and English, we
evaluate model output across four metrics: clar-
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Source Models
En. Trans. En. Exp. Ar. Exp.

F1 BLEURT F1 BLEURT F1

Open

Llama 3.1 89.42 30.12 89.19 46.51 67.05

Llama-3.2 89.48 27.56 89.23 43.16 66.10

Gemma 90.74 33.37 90.64 44.50 67.22

Closed

GPT-4o 91.22 44.50 94.17 40.68 69.21

Gemini 89.73 38.53 89.69 49.77 68.62

Comm. R+ 90.09 39.91 89.93 45.36 68.34

Claude 90.64 44.70 83.62 48.95 69.06

Table 1: BERTScore, reported as F1, and BLEURT
scores for english translation and english explanation.
Scores represent the highest values in each source
category, with the highest across all source categories
highlighted in bold. Gemma: Gemma-2-9B-instruct.
Gemini: Gemini 1.5 Pro. Claude: Claude 3.5 Sonnet.

ity, depth & detail, correctness, and cultural rel-
evance and sensitivity. Each annotator evaluated
the models’ performance using the developed met-
rics, by scoring each response on a scale from 1
to 5. Appendix F outlines our evaluation metrics
in more detail. LLM as Judge. Recently, LLM-
based evaluation (Zeng et al., 2023; Chern et al.,
2024) has emerged as a scalable and cost-effective
alternative to human evaluations. In this work,
we use LangChain’s4 evaluation framework with
string evaluator. We specifically customize the
evaluation criteria to our own and use GPT-4o for
evaluation.

5 Results & Discussion

Table 1 reports BERTScores for all three tasks
and BLEURT scores for English translation and
explanation tasks.

5.1 Automatic Evaluation

Among open-source models, Gemma2-9B-it con-
sistently outperforms both Llama models across
all tasks in both metrics. It achieves the highest
BLEURT scores in English translation (33.37) and
English explanation (44.50) tasks. This aligns with
the BERTScore results, where it shows the best per-
formance among open-source models.

For closed-source models, Claude 3.5 Sonnet
demonstrates the highest BLEURT score for En-
glish translation (44.70), while Gemini 1.5 Pro
leads in English explanation (49.77). This con-
trasts with the BERTScore results, where GPT-4o
shows superior performance across all tasks. No-

4https://python.langchain.com/v0.1/docs
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Figure 6: Results of human evaluation for both open-
and closed-source models on two criteria in the En-
glish Translation task.

tably, GPT-4o also remains strong on BLEURT for
English Translation (44.50), though it is slightly
behind Claude 3.5 Sonnet on that metric.

Looking across tasks, BLEURT scores for Ara-
bic explanation reveal a noticeable performance
drop for all models, suggesting that Arabic fig-
urative language poses a greater challenge than
English. While closed-source models generally
outperform open-source ones, the performance dif-
ferences vary by metric and task. This variability
underscores the limitations of automatic evaluation
when gauging how well models handle figurative
language across different languages and prompts.

5.2 Human Evaluation
Two annotators were recruited for human evalua-
tion, and we used LangChain’s evaluation frame-
work to simulate human annotation as described
above. IAA using Krippendorff’s α (Krippendorff,
2011) shows high agreement between the two hu-
man annotators, but a significant drop in correla-
tion when including the third annotator (GPT-4o).
Similarly, there is a notable drop in agreement
scores for both the English and Arabic explanation
tasks, with drops to 0.39 and 0.20, respectively.
Consequently, we exclude model evaluations and
report the average scores between the two annota-
tors. The full IAA score is in Table 2.
Translation Quality. Figure 6 shows accuracy and
idiomaticity scores for the translation task. Among
closed-source models, GPT-4o achieves the high-
est score of (3.04) on accuracy. For open-source
models, Gemma2-9B-it scores highest with 2.06.
The Llama models perform the worst, with Llama
3.1 and Llama 3.2 scoring (1.55) and (1.36), re-
spectively. This underperformance highlights a
significant limitation in these models when produc-
ing nuanced linguistic and cultural content.

Idiomaticity scores, highlight models’ ability to
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Figure 7: Results of human evaluation for both open- and closed-source models on four criteria in the Arabic
explanation task. CRS: cultural relevance and sensitivity.
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Figure 8: Results of human evaluation for both open- and closed-source models on four criteria in the English
explanation task. CRS: cultural relevance and sensitivity.

Criteria Human-only Human-LLM

Accuracy 0.934 0.750
Idiomaticity 0.957 0.195
Clarity (Ar. exp.) 0.701 0.381
Correctness (Ar. exp.) 0.966 0.351
Depth and Detail (Ar. exp.) 0.976 0.547
Cultural rel. & Sensitivity (Ar. exp.) 0.703 0.050
Clarity (En. exp.) 0.155 0.289
Correctness (En. exp.) 0.949 0.678
Depth and Detail (En. exp.) 0.400 0.536
Cultural rel. & Sensitivity (En. exp.) 0.773 0.405

Table 2: Krippendorff’s inter-annotator scores for dif-
ferent criteria across annotator groups for human-only
agreements and human-LLM combined agreement.

produce natural and fluent translations. GPT-4o
scores highest among all models tested with
a score of (4.81). Other closed-source mod-
els also score high, with Cohere Command R+,
Claude 3.5 Sonnet, and Gemini 1.5 Pro scoring
(4.66), (4.59), and (4.58) respectively. Noticeably
Gemma2-9B-it scores closely with closed-source
models on this criterion, achieving (4.44). How-
ever, Llama models continue to show lower perfor-
mance, scoring lowest among all models. Gener-
ally, both open- and closed-source models score
higher on idiomaticity, indicating their ability to
produce idiomatically correct translations. Regard-
ing open-source models, we find that they often
produce idiomatic expressions that are incorrect
and fail to align with the meaning of the proverbs.

Arabic Explanation Quality. Figure 7 presents
the results for the Arabic explanation task. GPT-4o
scores highest in clarity (4.65), correctness (4.26),
and depth & details (3.61), demonstrating its abil-
ity to deliver clear, accurate, and comprehensive
explanations with underlying meaning and cultural
nuances. Gemini 1.5 Pro scores lowest among
closed- models, particularly in cultural relevance
and sensitivity (1.80). Open-source models per-
form poorly across all criteria, with Gemma2-9B-it
achieving the highest score among them at (2.47)
in clarity, while the Llama models consistently
score below 2 in all criteria.

Overall, closed-source models, particularly
GPT-4o, outperformed across all Arabic explana-
tion task metrics, excelling in generating clear, cor-
rect, and detailed explanations with cultural sen-
sitivity. Although these models scores relatively
high on clarity and correctness, their lower rela-
tive scores in depth & detail and cultural relevance
and sensitivity imply these models are less capa-
ble of providing nuanced and context-rich expla-
nations required to fully understand the proverbs.
Open-source models showed significantly lower
performance in explaining the stories behind the
proverbs, their usage in certain dialects, and the
situations in which these proverbs are used. Their
explanations are generally short and lack cultural
background stories.
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English Explanation Quality. Figure 8 presents
the results for the English explanation task.
GPT-4o continues to score highest in clarity (4.65)
and correctness (4.25), similar to its results in
the Arabic explanation task, followed by Cohere
Command R+ and Claude 3.5 Sonnet. For depth
& details, Claude 3.5 Sonnet led with (4.04),
and it also scores highest in cultural relevance and
sensitivity (3.11). Open-source models, including
Gemma2-9B-it and the Llama family models, per-
form significantly lower across all metrics, with
Gemma2-9B-it achieving the best score among
them in clarity (3.15).

Overall, closed-source models, particularly
GPT-4o and Claude 3.5 Sonnet, outperform
across all metrics, while open-source models lag,
especially in cultural relevance and sensitivity and
depth & detail in explanation tasks, indicating ar-
eas for improvement. English explanations are
more detailed, with some reflecting cultural rel-
evance, but none include the stories behind the
proverbs. Results from both English and Arabic
explanation tasks imply that models struggle to
provide the nuanced and context-rich explanations
required for fully understanding the proverbs in
both languages.

6 Conclusion

We introduced Jawaher, a new benchmark for fig-
urative language understanding in Arabic proverbs.
Our manually curated dataset features proverbs
from various Arabic dialects, paired with idiomatic
translations and explanations, facilitating the de-
velopment and evaluation of models capable of
translating and explaining figurative language. Our
experiments show that while both open- and closed-
source mLLMs are able to provide idiomatically
correct translations, they struggle with the deeper
challenge of comprehending figurative language,
particularly when generating detailed explanations
that capture the stories behind the proverbs, dialect-
specific nuances, and historical or cultural contexts
discussed in our dataset. These findings highlight
the need for continuous model improvements and
dataset enrichment to address the complexities of
fully understanding proverbs. We hope our work
will inspire further interest in figurative language
understanding, particularly across diverse Arabic
dialects.

7 Limitations

We identify the following limitations in this work:

• This study primarily evaluates models under
a zero-shot setting, which provides insights
into their inherent abilities to understand and
process Arabic proverbs without additional
training. However, this approach may not
reflect their full potential, particularly when
it comes to more complex figurative language
tasks. Future work could explore fine-tuning
these models on proverb-specific datasets to
enhance their performance.

• The human evaluation process, particularly in
the context of cultural nuances, can be sub-
jective and influenced by the evaluators’ in-
dividual biases. This is especially relevant
when assessing culturally grounded tasks like
proverb explanation, where personal interpre-
tation of cultural and regional references may
affect the consistency and reliability of judg-
ments.

• While the models used in this study claim to
include Arabic in their training data, they are
not fully optimized for Arabic or its dialectal
variations. This limitation may have adversely
impacted performance, especially when deal-
ing with proverbs that rely heavily on unique
linguistic and cultural nuances found across
different Arabic-speaking regions.

Ethics Statement

Promoting Cultural Sensitivity and Representa-
tion in AI. Proverbs are deeply embedded in cul-
tural contexts, epitomizing the wisdom, values, and
traditions of a community. Recognizing the cul-
tural significance of Arabic proverbs, our research
prioritizes the accurate representation and interpre-
tation of these expressions within LLMs. Jawaher
includes proverbs from various Arabic dialects, en-
suring a broad and inclusive representation of the
linguistic diversity inherent in the Arabic-speaking
world. By addressing Anglo-centric biases preva-
lent in many LLMs, our work promotes cultural
sensitivity and strives to create AI systems that are
more equitable and reflective of diverse cultural
narratives. This focus on cultural representation
is important for developing AI tools that are both
effective and respectful of the rich cultural heritage
they aim to serve.
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Advancing the Understanding of Figurative
Language in AI. Proverbs represent a form of
figurative language that poses unique challenges
for automated interpretation and generation by
LLMs. Our evaluation of Jawaher highlights the
current limitations of LLMs in capturing the cul-
tural nuances and contextual relevance inherent in
proverbs. This focus on figurative language ad-
vances the technical capabilities of AI systems and
contributes to a deeper understanding of how lan-
guage models can better align with human cultural
and linguistic diversity.
Data Privacy. Jawaher dataset comprises proverbs
that are publicly available and do not contain any
personal or sensitive information. By utilizing data
from public sources, we eliminate privacy concerns
and ensure compliance with ethical guidelines and
institutional policies regarding data usage.
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Appendices
We offer an addition structured as follows:

• Development of Figurative Language A

• Linguistic Background of Arabic B

• Data Statistics C

• Themes of Arabic Proverbs D

• Automatic Evaluation E

• Human Evaluation Metrics F

• Quality Assurance of the Data G

A Development of Figurative Language.

Prior work on figurative language understanding
has covered a wide range of topics, including sim-
ile detection and generation (Niculae and Danescu-
Niculescu-Mizil, 2014; Mpouli, 2017; Zeng et al.,
2020). Although language models can often rec-
ognize non-literal language and may attend to it
less, they still struggle to fully capture the im-
plied meaning of such phrases (Shwartz and Da-
gan, 2019). More recent studies have shifted to-
ward tasks focused on comprehending figurative
language (Chakrabarty et al., 2022; He et al., 2022;
Prystawski et al., 2022; Jang et al., 2023). Sev-
eral studies have explored whether knowledge of
figurative meaning is encoded in the learned repre-
sentations by investigating how well these models
capture non-literal meanings (Tan and Jiang, 2021;
Chen et al., 2022; Dankers et al., 2022; Jang et al.,
2023). Additionally, efforts in dataset develop-
ment have focused on more diverse tasks aimed at
comprehending figurative language, such as rec-
ognizing textual entailment (RTE) (Chakrabarty
et al., 2022; Kabra et al., 2023), multilingual un-
derstanding(Liu et al., 2023), and tasks involving
figurative language beyond text (Yosef et al., 2023;
Chakrabarty et al., 2023; Saakyan et al., 2024).
However, the lack of comprehensive datasets fo-
cusing on figurative language, particularly Arabic
proverbs, limits the ability to thoroughly evaluate
LLMs’ cultural awareness and their true under-
standing of culturally embedded non-literal expres-
sions.

B Linguistic Background of Arabic

Arabic is spoken by approximately 450 million
people worldwide and is the sole or joint offi-
cial language in over twenty Middle Eastern and
African nations, including Morocco, Algeria, Mau-
ritania, Tunisia, Libya, Egypt, and Sudan. MSA is
a descendant of Classical Arabic (CA), which was
used in the 6th century and is the language of the
Quran. While MSA has evolved from CA, it has
been significantly simplified to suit contemporary
literary, poetic, and official discourse. Although
its syntactic structure remains unchanged, MSA
continues to evolve in vocabulary and phraseology.
This pan-Arab variety is widely used in written
forms and media, including news broadcasts, po-
litical speeches, and public ceremonies. Arabic
is a highly sophisticated and intricate language,
characterized by its rich morphological and gram-
matical features (Holes, 2004). The complexity of
the Arabic language stems from its orthographic,
morphological, semantic, and syntactic systems
(Aransa, 2015).
Moreover, the Arabic writing system uses diacrit-
ics, which are small marks placed above or below
letters. These marks, called "vocalization," help
with the correct pronunciation and meanings of
words. They are important for clearing up many
ambiguities in the text, ensuring accurate under-
standing and interpretation (Almanea, 2021). For
example, the orthographic ambiguity of the dia-
critic in the word 	t� without diacritics can be
ambiguous. However, when diacritics are added,
it can take on different meanings: Ábata� (kataba):
With a fatha on each consonant is a verb that means
"he wrote." 	utu�(kutub): With a damma on the
first and second consonants is a noun which means
"books." Ábitu�(kutiba): With a damma on the first
consonant and a kasra on the second consonant is
a verb in the passive voice, and means "it was writ-
ten." These diacritics provide clarity and precision
and ensure that the intended meaning is conveyed
accurately. The complexity and diversity of Ara-
bic create significant challenges for NLP. This is
due to the language’s rich morphology, diverse
dialects, and intricate script, which includes dia-
critics (Abdul-Mageed et al., 2020; Belkebir and
Habash, 2021). These factors make tasks such
as text processing, speech recognition, and ma-
chine translation more difficult compared to other
languages. Understanding and addressing these
challenges is crucial for improving NLP applica-
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tions for Arabic speakers. Arabic language exhibits
considerable linguistic diversity, which includes
numerous dialects spread across a vast geograph-
ical area (Versteegh, 2014) and is recognized as
a diglossic language as it exhibits two varieties
(MSA and various dialects) which are used inter-
changeably (Ferguson, 2003). Proverbs, as suc-
cinct and poignant expressions, reflect the values,
wisdom, and social norms prevalent within vari-
ous Arabic-speaking communities. By including
proverbs from a wide range of Arabic dialects, it
increases the complexity of the Arabic language.
They serve as a tool for understanding the histori-
cal, social, and cultural contexts from which they
originate.

C Data Statistics.

Table 7 shows full statistics of our dataset. Table 5
shows examples of all proposed tasks.

D Themes of Arabic proverbs

Arabic uniquely maintains a well-defined link be-
tween past and present, classical and modern, in
structure, grammar, vocabulary, and cultural tradi-
tions (Versteegh, 2014). This linguistic and cultural
continuity is best represented in proverbs, which
are deeply rooted in Arab culture and identity (El-
Rahman, 2020) and convey popular wisdom across
generations (Rinasovna Fattakhova et al., 2019).
Understanding them requires grasping the underly-
ing cultural values and social norms they reflect, as
their rich semantic layers cannot be derived from
mere literal interpretation (Ahmed, 2005). The ani-
mal names take over most of the Arabic proverbs
(Al Issawi, 2021), For instance, lion symbolizes
strength, courage, royalty, and ferocity in Arab cul-
ture. It has multiple figurative meanings that are
widely used in the proverbs such as �� �bK�� �@¡
dF±� ��Ð ("this little lion from that lion") which
highlights the similarity between a father and his
son, usually in a positive light. The proverb is used
to emphasize the inherited qualities or behaviors
that are apparent between generations. Also,the
lion often signifies a large portion, as in the proverb
dF±� TO� ("the lion’s share"), indicating that a per-
son has received the most significant portion.
Another common theme in Arabic proverbs is the
use of camels, underscoring the Bedouin lifestyle’s
deep connection with this animal. Camels are in-
tegral to the daily lives of Bedouins and farmers,
particularly in arid and semi-arid regions (Al Is-

sawi, 2021). They are used for riding during peace
and war, transporting burdens, and providing es-
sential resources like milk and meat.

By comparing proverbs across the countries we
investigate, we noticed that camel is a common
theme and is used throughout proverbs with
similar meanings, but with different words. For
example, in Libya, they say Åht"b"�C Å�w� Äq�i§ A� Ålm���,
while in Levantine, they use Å�wuKy� �m���  A� w�
¢tb�C �fy� �qy�  A� ¢n� r�. Both proverbs are
used in describing a person who sees the flaws
of others but does not see their own flaws. It is
noticeable that there is a significant similarity
in the proverbs across different Arab countries,
whether in the East or the West, both in their
wording and their meaning. This similarity stems
from the strong cultural connections and the
ongoing communication between these countries.
More examples of the camel theme are listed in
table 3.
Some Arabic proverbs originate from true stories
that occurred in the past. These proverbs have
been passed down through generations and are
still widely used today. These historical anecdotes
provide context and meaning to the proverbs,
highlighting the practical lessons and experiences
of earlier times. For instance, the story behind
a well-known MSA proverb Åtana� Ahsf� Yl�
L��r�. This proverb dates back to the Pre-Islamic
era. Baraqaš was a dog who inadvertently
led enemy soldiers to her people through her
barking. Thus, it is said, "Baraqaš brought
it upon her people" or "She brought it upon
herself." This ancient proverb is used to describe
someone who harms themselves by their own ac-
tions; an illustrated example is provided in figure 9.

E Automatic Evaluation

Full results including Precision and Recall scores
can be found in Table ??.

F Human Evaluation Metrics

In our evaluation of LLMs on the Jawaher dataset,
we assess them on two main tasks: translation
and providing explanations of proverbs across 20
Arabic varieties in both English and Arabic.
For the translation task, we evaluate the models’
ability to provide the English equivalents of the
proverbs. To measure the capabilities of these
models to understand figurative language such as
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proverbs and to provide idiomatic translations, we
assess the models on two main scales: accuracy
and idiomaticity, each rated on a scale from 1 to 5.
A summary of the metric in table 4
Accuracy ensures that the meaning is correct
and how well the translation conveys the exact
intent and cultural context with precise language,
ensuring complete accuracy and clarity.
5: The translation fully captures the original
proverb’s meaning, intent, and cultural context
with precise language, ensuring complete accuracy
and clarity.
4: The translation is mostly accurate, capturing the
original meaning and cultural context well, but it
may miss some subtle nuances or minor details
without significantly altering the overall meaning.
3: The translation conveys the general meaning
of the proverb but lacks some nuance or cultural
context, resulting in minor inaccuracies or partial
misinterpretations.
2: The translation captures some elements of the
original meaning, but it lacks important details or
cultural context, leading to noticeable inaccuracies
or a partial misinterpretation of the proverb.
1: The translation fails to convey the correct
meaning or completely misrepresents the original
proverb’s intent and cultural context, or the
translation is missing altogether.
The other criteria we assess is the idiomaticity of
the translated proverbs.
Idiomaticity refers to how naturally the translation
fits into the linguistic and cultural norms of the
target language. A proverb should sound like
something a native speaker would say, using
phrases, metaphors, or expressions that are
common in the target language. An idiomatic
translation may diverge from a literal translation
to better match the figurative or stylistic nature of
the original proverb. Since proverbs are idiomatic
expressions, their translations must feel natural in
the target language. The translation should sound
like a proverb in the target language rather than a
forced, awkward sentence.
5: The translation is completely natural, idiomatic,
and would be readily recognized as a proverb by
native speakers.
4: The translation is almost natural and idiomatic,
with only slight room for improvement.
3: The translation is generally understandable
but contains notable awkwardness or unnatural
phrasing.
2: The translation is somewhat understandable

but remains somewhat awkward and far from
idiomatic.
1: The translation is completely awkward or
unnatural and is not idiomatic in the target
language.
The second task in our evaluation is the explana-
tion of the proverbs in both Arabic and English.
We evaluated the models’ outputs across four
metrics: clarity, correctness, depth and detail, and
cultural relevance and sensitivity.
Clarity: By clarity we assess how clearly
the meaning of the proverb is explained. The
explanation should be understandable, and the
evaluator should not need further clarification.
5: The explanation is perfectly clear and easy to
understand, with no confusion.
4: The explanation is mostly clear and easy to
follow, with only minor areas needing clarification.
3: The explanation is somewhat clear, but there are
one or two areas that are confusing or lack detail.
2: The explanation is somewhat unclear, with
several confusing or ambiguous points.
1: The explanation is very unclear or confusing,
making it difficult to understand the meaning of
the proverb.

Correctness: Correctness criterion evaluates
the accuracy of the explanation. It should
reflect the actual meaning of the proverb without
misinterpretation.
5: The explanation is completely correct and
accurately conveys the meaning of the proverb.
4: The explanation is mostly correct, with only
minor inaccuracies.
3: The explanation is partially correct but misses
some key aspects or provides an incomplete
interpretation.
2: The explanation is mostly incorrect, with
significant inaccuracies or misinterpretations.
1: The explanation is incorrect, misinterpreting the
proverb’s meaning.

Depth and Detail Depth and details criterion
measures how comprehensive the explanation is.
It should cover any underlying meanings, cultural
nuances, and possible interpretations, offering
more than just a surface-level description.
5: The explanation is highly detailed, providing a
thorough understanding of the proverb’s meaning,
cultural context, and potential interpretations.
4: The explanation is fairly detailed, covering
cultural nuances or different interpretations with
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only minor omissions.
3: The explanation gives a basic understanding
but does not delve deeply into cultural nuances or
multiple interpretations.
2: The explanation provides some details but lacks
sufficient depth or misses key elements.
1: The explanation is overly simplistic, lacking
depth and failing to cover important aspects of the
proverb.

Cultural Relevance and Sensitivity This
criterion assesses whether the explanation ac-
knowledges any cultural context necessary to fully
understand the proverb. Proverb explanations
should consider whether the audience understands
the cultural or historical background if needed.
5: The explanation fully considers cultural context,
making it highly relevant and meaningful to the
target audience.
4: The explanation is culturally relevant, address-
ing most of the important cultural or contextual
elements.
3: The explanation somewhat considers the
cultural context but could do more to connect with
the audience’s cultural understanding.
2: The explanation makes only minimal reference
to cultural relevance, leaving important aspects
unaddressed.
1: The explanation does not account for the
cultural context or gives an inappropriate explana-
tion that does not resonate with the target audience.

Table 4 outlines the full criteria of the evaluation
metrics.

G Quality Assurance of the Data

To ensure the high quality of our dataset and the
subsequent evaluation process, we implemented a
dual annotation procedure. Three native-speaking
expert linguists meticulously verified the data by
first reviewing the information gathered from on-
line sources. They checked for language accuracy,
clarity of explanations, and corrected any gram-
matical errors or other issues present in the data.
For the translation tasks, dual annotation was em-
ployed to assess the quality of translations com-
prehensively. This involved reviewing the English
equivalents, meanings, and explanations to ensure
consistency and accuracy across all tasks. After
completing these quality assurance steps, we pro-
ceeded with our evaluation.
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Variety Proverb English Translation Shared Meaning

Algeria Tmqu� ¨� �m��� ¢l��§ �A� ¨� TlmÌn�� ¢Ìml� ¨Ìl��
What an ant collects in a year, a

camel eats in one bite.

Egypt ¢Ìfu� ¨� �m��� £d��§ TnF ¨� TlmÌn�� ¢`m�� ¨Ìl��
What an ant gathers in a year, a

camel takes in its hoof.

These proverbs emphasize the idea that small, long

-term efforts or savings can easily be taken or

consumed by something much larger in an instant.

Iraq ¢Ìfu�� ry`b�� ¢lyK§ Tns� TlmÌn�� ¢`m�� ¨Ìl��
What an ant gathers in a year, a

camel carries in its hoof.

Libya ¢Ìfu� ¨� �m��� A¡@��§ Å�A� ¨� TlmÌn�� ¢JÄw�� ¨Ìl��
What an ant saves in a year, a

camel takes in its hoof.

Qatar Tmq� ¨� �m��� ¢l�A§¤ TnF ¨� CwfO`�� ¢`m�§
What a bird gathers in a year, a

camel eats in one bite.

Tunisia �� ¨� �m��� �m��� ¤Äzh§ �A� ¨� TlmÌn�� wÌml� ¨Ìl��
What an ant collects in a year, a

camel sways in its mouth.

Table 3: Proverbs about camels from six Arab countries illustrating a shared concept that long-term
savings can easily be consumed or lost in an instant.
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Proverb The story behind English Meaning

عاد بخفي حُنیَْن

 حُنَیْن إسكافیًا من أھل الحیرة، ساومھ أحد
 الأعراب على شراء خفین، وبعد أن أتعبھ
 بالجدال وأغلظ لھ في الكلام انصرف دون
 أن یشتري الخفین، فغضب حُنین، وقرر أن
 یكید للأعرابي، فلما ارتحل الأعرابي أسرع
 حُنین فسبقھ في الطریق، وعلق أحد الخفین
 على شجرة، ثم سار عدة أمتار أخرى
 وطرح الخف الثاني على طریق الأعرابي،

ثم قعد ینتظر متخفیًا.
 وأتى الأعرابي فرأى الخف المعلق في
 الشجرة فقال: ما أشبھ ھذا بخف حُنین، لو

كان معھ الخف الآخر لأخذتھ.
 ثم سار فرأى الخف الآخر مطروحًا على
 الأرض، فنزل عن ناقتھ والتقطھ، ثم عاد
 لیأخذ الخف الأول، فخرج حُنین من مخبأه

وأخذ الناقة بما علیھا وھرب.
 وأقبل الأعرابي على قومھ ولیس معھ إلا
 الخُفان، فسألوه: “ما الذي جئت بھ من

سفرك؟” فقال: “جئتكم بخُفَي حُنَیْن!”.
 فاتخذھا العرب مثلا یُضرب عند الیأس من

المسعى والرجوع بالخیبة.

Hunayn, a cobbler from 
Al-Hirah, was angered when 
a Bedouin haggled over a 
pair of shoes and then left 
without buying them. To 
teach him a lesson, Hunayn 
placed one shoe on a tree 
and another along the 
Bedouin's path. When the 
Bedouin dismounted to 
collect the shoes, Hunayn 
stole his camel and fled. 
The Bedouin returned to his 
people with only the shoes, 
leading to the saying "I 
brought you Hunayn's 
shoes," used to describe 
returning empty-handed and 
disappointed.

Figure 9: An MSA example illustrating the historical story behind a well known proverb.
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Task Measure Scale

Tr
an

sl
at

io
n

Accuracy

5: Fully captures meaning, intent, and cultural context precisely.
4: Mostly accurate; minor nuances missed without altering overall meaning.
3: Conveys general meaning but lacks some nuances or context.
2: Captures some elements but lacks important details or context.
1: Fails to convey correct meaning or misrepresents intent; may be missing.

Idiomaticity

5: Completely natural and idiomatic; recognized by native speakers.
4: Almost natural; slight improvement possible.
3: Understandable but contains awkward phrasing.
2: Somewhat understandable but remains awkward.
1: Completely awkward; not idiomatic.

E
xp

la
na

tio
n

Clarity

5: Perfectly clear and easy to understand.
4: Mostly clear; minor clarification needed.
3: Somewhat clear; some confusing areas.
2: Unclear; several confusing points.
1: Very unclear; difficult to understand.

Correctness

5: Completely correct; accurately conveys meaning.
4: Mostly correct; minor inaccuracies.
3: Partially correct; misses key aspects.
2: Mostly incorrect; significant inaccuracies.
1: Incorrect; misinterprets meaning.

Depth and Detail

5: Highly detailed; thorough understanding.
4: Fairly detailed; minor omissions.
3: Basic understanding; lacks depth.
2: Lacks depth; misses key elements.
1: Overly simplistic; lacks important aspects.

Cultural Rele-
vance and Sensi-
tivity

5: Fully considers cultural context; highly relevant.
4: Culturally relevant; addresses most elements.
3: Somewhat considers cultural context; could connect better.
2: Minimal cultural relevance; important aspects unaddressed.
1: Does not account for cultural context; inappropriate explanation.

Table 4: A summary of the evaluation metrics for translation and explanation tasks of our work

12339



Variety Example En Equivalent Ar. Explanation En. Explanation

ALG rkK§ w�w�
w�¤C

Don’t brag about yourself
let others praise you

¢sf� �dm§ �m� �Aq§
¢yl� �rmn� A¡rkK§¤
w�¤C rkK§ w�w�

Used to mock someone
who praises themselves
excessively.

BHR
�§rJ A§ �f��
w�A� �A�
�Vr�

You can not escape bad
luck

A� �hf§ ¯ ©@�� P�K��
.¢� �rK� ¤� ,¢� �wq�

When someone is trying to
explain something to a per-
son who can’t understand.

EGY T�d� ­r��
Tql� zu��� The end of favor is denial.

 �rk� Yl� T�¯dl� �Aq§
 As�³� Tl�Aq�¤ ,�ym���
rK�A�

Used to describe ingrati-
tude, where good deeds are
met with harm or betrayal.

IRQ

�Ìl`t§
T�A����
-¨�� x¤r�
T�A�

A burnt child dreads the
fire.

��ts§ ©@�� P�K��
¨k� ,º�rqf�� QA�J¯�
TlJA� 
CA�� ­d`� �wq§

Refers to someone exper-
imenting recklessly at the
expense of the weak or
poor.

JOR

�db��
-rq� Ah�¯z�
A¡ ¤

A falling master makes a
standing servant

��w�±� ry�� dn� 
rS§
 Ak� º§ r�� �wl�¤
dy���

Describes a situation where
good circumstances are
replaced by bad ones.

KWT ¢a�¤ ªA�
¨�¤Â He picks on me ¨� ¢�Amt¡� X�� ¨nl`�

T� A�m��¤ CA�K��
Describes someone who
targets another person in
arguments or disputes.

LBN
riÌbk� ¨��
ÄOi�i� ,wtmq�
.Ay�

Don’t live beyond your
means

�� r§@�Ìt�� ¨� 
rS§
.��dt�¯� ¨ÌW��

This proverb urges modera-
tion.

LIB

rR�
,xwWq��
x¤r`�� �A��

beat the dog before the lion 	¡r� ,�y`S�� 
rR� ©�
©wq��

Strike the weak, intimidate
the strong.

MRT Á¡A�A� ¨�d��
M�w�

Do not spare anything in
this life

¢l�� £AW�� A� �� �fn§ ��
rytq� Ã�¤d�¤ rsy�

Encourages living freely
and without excessive
restraint.

MOR
�r� M�
¨� rym���
ryb�nykF

Casting pearls before
swine

Tnym��� ºAyJ¯� Tmy� �h�
£Cd� �� A¡Cdq§ ¯ ¨t��

When valuable things
are wasted on those who
cannot appreciate them.

MSA
�A§r�� ©r��
¨htK� ¯ Am�
�fÌs��

Things don’t always go as
they’re planned.

Am¶� rys� ¯ ­Ay��� ÁÌ��
 As�³� �Ab�C ��¤

Life doesn’t always unfold
according to one’s desires
or plans.

OMA �rK�� T�r�
Cw�� ¯ Two cooks spoil the cook

�y�¤ztm�� ¢� dOq§
­C� �  ¤d§r§ �§@��

�w�� Hf� ¨� �znm��

Describes chaos that arises
when too many people try
to take control.

PAL Pam�Á�
Pam`a�tiyi�¤ A beggar with a havana

Y�A`t§ «@�� P�K��
Hy� w¡¤ xAn�� Yl�
�hl��

Someone who is acting su-
perior but doesn’t actually
belong to that status.

QAT
Yl�� {yb��
{y� Yl� ��¤
¢Kq�

The rotten apple injures its
neighbors

rh\� �y`S�� ¢� dOq§
¾Afy`R ��A� �Ð� ¢tqyq�
¢l��

Weakness is exposed when
confronted by another
weak entity.

SAU ¯� £dn� A�
¨Vr��� Be all talk and no action ¯ ©@�� CA�r��� P�K��

�`f§ ¯ A� �wq§¤ �m`§
Someone who talks a lot
but has no action behind
their words.

SUD �An� {y��
��r�  wF�

Fine feathers do not make
fine birds

r�A� ©d�r§ �� �O§
 wk�¤ ,ºASyb�� 
Ay���
­C�@q�� �� ­ ws� £C� 

Describes someone who
looks good on the outside
but their true nature is the
opposite.

SYR A� 	§d�� ���
YÌ�rty�

The apple doesn’t fall far
from the tree

rÌy�§  � �¤A�§ �m� �Aq§
 As�� ¨� Tly}� ¾¯AO�
A�

Describes how people
often inherit their parent’s
traits, good or bad.

TUN

�m���
M�r§A�
�r§ ¢t�r�
¤ry� T�r�

One does not see one’s
own defects.

P�K��  � Ah� dOq§
«r§ �k� ¢�wy� «r§ ¯
£ry� 
wy�

People who are quick to
point out others’ faults
while ignoring their own.

UAE

¨� ¨�wb}�
�h�wl�
�h�wb}¤
¨�wy� ¨�

Evil in return for good
deed

�`f§ �� , w���� @b� ��
Yql§ ¯ ¤ ry�k�� ry���
 �rkn�� «wF

When good deeds are
repaid with ungratefulness
or evil actions.

YEM

�§z�
,��®��A�
�� ®b��¤
��� 

Beauty is only skin deep

 � CAt�§ ©@�� ��r��
,Tlym� ­�r�� �¤zt§
Y�� r\n§ ¯ ¢nk�¤
Ah�®��

Refers to a man who de-
cides to marry a beautiful
woman, but he does not
care about her morals.

Table 5: Examples from 20 Arabic varieties arranged in alphabetical order include the variety, Arabic proverbs,
English equivalents, Arabic explanations, and English explanations
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Source Models
English Equivalent English Explanation Arabic Explanation

P R F1.0 P R F1.0 P R F1.0

Open

Llama 3.1 87.28 91.67 89.42 86.83 91.68 89.19 67.31 66.94 67.05

Llama-3.2 87.41 91.66 89.48 86.92 91.66 89.23 65.88 66.50 66.10

Gemma9B-instruct 88.81 92.76 90.74 88.53 92.85 90.64 67.23 67.35 67.22

Closed

GPT-4o 89.59 92.91 91.22 92.42 95.98 94.17 67.33 71.29 69.21

Gemini 1.5 Pro 87.89 91.66 89.73 87.59 91.91 89.69 66.75 70.69 68.62

Cohere Command R+ 88.05 92.24 90.09 87.65 92.33 89.93 65.97 70.99 68.34

Claude 3.5 Sonnet 90.53 90.76 90.64 81.34 86.07 83.62 67.27 71.04 69.06

Table 6: BERTScore table. T1: English Equivalent, T2: English Explanation, T3: Arabic Explanation

Variety No. Proverbs Ar Explanation En Explanation En Equivalent

ALG 312 153 108 54
BAH 134 112 103 25
EGY 1, 018 781 224 314
IRQ 304 104 104 26
JOR 398 132 127 26
KUW 126 102 102 44
LEB 495 257 111 24
LIB 390 114 109 40
MAU 360 127 112 32
MOR 507 255 159 77
MSA 604 228 199 185
OMA 182 100 100 30
PAL 1, 078 210 121 60
QAT 161 152 139 33
SAU 302 197 111 51
SUD 228 111 102 46
SYR 1, 723 199 102 45
TUN 1, 221 168 126 57
UAE 212 137 135 71
YEM 282 125 106 49

Total 10, 037 3, 764 2, 500 1, 289

Table 7: Summary of data statistics for 20 Arabic varieties, listed alphabetically. The table includes the total
⋆No.: Number of Arabic proverbs, their ⋆Ar: Arabic explanations, ⋆En: English explanations, and ⋆En: English
equivalents.
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